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EXECUTIVE SUMMARY

E1
Background to the Study

The relative strength of Sterling since 1995 has yielded mixed fortunes to the UK tourism industry. While inbound tourism from the USA has continued to do well, driven by a strong American economy and supported by a stable pound/dollar exchange rate, inbound tourism from the European Union has suffered against the backdrop of a weak euro and recession in most continental countries. 

The UK government has recognised the adverse consequences of a strong pound on manufacturing, and has taken measures to mitigate its effects. It has not, however, provided any comparable support to tourism, which risks loosing its competitive position in several key markets.

The purpose of this study is to update and extend an analysis carried out by Deloitte & Touche for the British Tourist Authority in 1998 which examined the impact of exchange rate movements on UK tourism, and to use the results of this research to derive wider conclusions about the price sensitivity of international tourism.

E2
Approach and Methodology      

The central element of the research comprised econometric modelling to assess the sensitivity of international tourism to changes in incomes and prices at macro-economic level.  This analysis was conducted at two levels:

· An analysis of the overall relationship between the UK’s international tourism receipts on the one hand, and OECD GDP and Sterling’s exchange rate on the other;

· An analysis of the main factors that drive and influence demand for UK inbound tourism in four of its most important overseas markets: the USA, France, Germany and Ireland.

The second objective of the econometric analysis was to investigate the relationship between UK international tourism expenditure and exchange rates and income for a selection of important outbound tourism destinations. 

A third objective was to model price effects directly by augmenting the inbound tourism model with a suitable price explanatory variable.  The best available price variable was the UK’s domestic tourism price index.

Finally, the income and price sensitivities of holiday, business and VFR tourism were modelled separately.

The econometric analysis was complemented by:

· a literature review synthesising previous research on the price sensitivity of international tourism published by academic, official and other sources in the UK and internationally; and

· a survey of travel and tourism organisations to assess whether, and how, they forecast the likely impact of exchange rate fluctuations on demand for their services.

E3
Findings from Earlier Research and the Survey 

The key findings that emerge from a review of previous research and interviews conducted with the travel and tourism organisations on drivers of travel and tourism include the following;

· both business and leisure travellers respond to changes in the price of travel.
· short-haul business travellers appear to be the least sensitive to price changes, while long-haul leisure travellers are the most sensitive;
· fluctuations in real incomes and the occurrence of special events also influence the pattern of international tourism demand;
· economic activity in the country of origin is the main driver of business travel;

· prices and exchange rates strongly influence choice of destination for leisure travellers;

· the main drivers of demand do not appear to have changed in the 1990s, although the emergence of the ‘no-frills, low-cost’ airlines suggests that price is becoming increasingly important at the short-haul end of the airline travel market – and this extends to business as well as leisure travellers;

· the introduction of fixed exchange rates across Europe in preparation for the introduction of the euro is not reported to have had a negative impact on UK travel and tourism organisations, over and above the negative impact that would have occurred anyway in response to the strength of Sterling;

· most travel and tourism organisations do not model exchange rate fluctuations as a separate factor affecting service demand.  Although many recognise that exchange rate changes do influence demand, those interviewed cited the practical difficulties in forecasting exchange rate movements and isolating exchange rate effects as being a major impediment to including them as an independent variable in their demand models.   

Since exchange rate fluctuations directly affect the relative prices of competing destinations, which are widely accepted to strongly influence tourism demand, the lack of research on the impact of exchange rate changes seems surprising.  The core technical analysis conducted in this research, reported in the next section, seeks to fill this gap.

E4
Econometric analysis – Total UK Tourism Receipts

The principal aim of econometric analysis is to obtain statistically reliable estimates of the relationship between different variables.  In the case of the research undertaken in this study, the central issue addressed is the relationship between UK's international tourism receipts on the one hand, and three independent variables on the other.  The three variables influencing international tourism demand are the real GDP of countries of origin, the rate of exchange of Sterling, and the ratio of the UK Tourism Price Index to the Consumer Price Index.

The basic model analysed in the research was as follows:

R = (1 + (2 Y + (3 EX

where 

R = the natural logarithm of real total tourism receipts;

Y = the natural logarithm of real OECD gross domestic product; and 

EX = the natural logarithm of a nominal trade-weighted exchange rate for the UK, relative to its major OECD trading partners. 

The regressions undertaken between 1976 and 1998 indicate that a 10% fall in the pound exchange rate generates a 12.8% increase in total tourism receipts in real terms.  They also indicate that a 10% rise in OECD GDP generates a 5.47% increase in total UK tourism receipts in real terms.

Major conclusions of this macro research include the following:

· UK tourism is sensitive to exchange rate changes;

· the UK's international tourism receipts do increase as world GDP rises, but by less than a proportionate amount.  This may explain the long-run decline in the UK’s share of the international tourism market;

· as one would expect, there is significant seasonality in the pattern of tourism demand.  Demand in the January-March quarter is close to that in October-December, but demand in the April-June and particularly July-September quarters are significantly higher;

· statistical tests of the macro equation used in this study indicate that the independent variables of OECD GDP, the pound trade-weighted exchange rate, and seasonal factors, explained 98% of the variation in the UK’s international tourism receipts over the period examined;

· the full effects of exchange rate and GDP changes take some time to feed through.  After two years, only about one half of the overall impact is attained, although most of the effect has fed through after 4-5 years.  The implication is that a change in the external value of the pound today would have successively growing impacts for several years into the future until the full impact is manifest.

In extensions to the basic regression analysis, the ratio of the UK Tourism Price Index (TPI) to the Consumer Price Index was added as a separate variable.  These regressions suggested that neither Business nor VFR inbound tourism is sensitive to the TPI, although a weak negative relationship is evident for Holiday visitors.  In other words, as the TPI rises relative to prices in general, it would exert a dampening effect on inbound holiday tourism to the UK.

The Business, Holiday and VFR components of inbound tourism are considered separately. The results of the regression analysis indicate that, whichever estimator is used, the exchange rate and price elasticities are smaller for business tourism than both holiday and VFR tourism.  Matters are less clear with respect to the income elasticity.  Our estimates suggest that holiday tourism, with an elasticity of approximately one, is the least income elastic. The income elasticity of business tourism is approximately 1.5, with the VFR elasticity between 1.4 and 1.9.

E4
Econometric analysis – UK Tourism Receipts from 4 Countries

In the second stage of the econometric analysis, we regressed the UK’s real annual tourism receipts over the period 1975-1999 against the real GDP and the nominal Sterling / Origin Country currency exchange rate of four countries: Germany, France, the USA and Ireland. 

The regressions indicate that all four countries spend more in real terms on UK tourism as their real incomes rise, while spending in real terms on tourism in the UK falls as the sterling exchange rate appreciates relative to their currencies.  A further finding of the country-by-country analysis was that short-haul markets (Germany, France and Ireland) are more income-elastic than long-haul markets (the USA), but that long-haul markets are more exchange rate-elastic than short-haul. 

E5
Econometric analysis – UK Tourism Expenditure in 4 Countries

In the third stage of the econometric analysis, we regressed the real (constant price) expenditure by UK visitors abroad on real UK GDP and the Sterling / Destination Country currency nominal exchange rates of four countries: Spain, France, the USA and Ireland.

The results indicate that expenditure by UK residents overseas is highly sensitive to changes in UK GDP, with elasticities ranging from a low of 1.53 for Spain to a high of 3.71 for the USA.   A further conclusion of the expenditure analysis is that, as the pound appreciates against the other currencies, expenditure by UK visitors tends to rise in real terms.  However, in all cases except Spain the response is relatively inelastic – i.e. expenditure by UK visitors changes less in percentage terms than the change in the exchange rate.

E6
The relative impact of exchange rates and real incomes

Overall, the econometric analysis suggests that every 1% increase in real OECD GDP tends to generate, approximately, a 0.6% real increase in the UK’s international tourism receipts, while every 1% rise in the external value of the pound tends to result in a decline in UK international tourism receipts of approximately 1.3%.  In other words, the UK’s international tourism receipts are income-inelastic and price-elastic.

On a country-by-country basis, this is true of the UK’s major long-haul market in the USA.  However, inbound tourism from short-haul markets (Ireland, France and Spain) seems to be more strongly influenced by income growth in those countries than by the exchange rate of the pound against the national currency, particularly for holiday visitors.  

Nevertheless, although the income coefficient is greater than the price coefficient in the case of short-haul travel, the fluctuations in the exchange rate for Sterling in any year are typically much greater than fluctuations in real GDP.  While the growth rate of real GDP in the three source countries typically lies in a range of -1% to +5% in any year, the exchange rate can fluctuate within a range of + / - 20% in any year.

The fact that exchange rates fluctuate more widely, and more rapidly, than the real rate of economic growth suggests that, from season to season, fluctuations in exchange rates may well have a more powerful effect on international tourism receipts – and hence the business performance of British hoteliers and other tourism operators – than fluctuations in real incomes.

A further finding of the current research is that tourism expenditure by UK residents overseas is highly sensitive to changes in UK GDP.  In other words, the income elasticity of demand exhibited by UK travellers to the USA, Spain and France is greater than the income elasticity of demand exhibited by travellers from these countries to the UK.

This has the worrying implication that, if the underlying growth of the UK economy proceeds at the same rate as that of the OECD as a whole, or of its individual trading partners, then one would expect a progressive deterioration in the UK’s Tourism Balance of Payments with those partners over the long-run.

E7
Econometric Results: Forecasts

The final element of the research used the econometric analysis to forecast likely trends in UK inbound tourism in 2000 and 2001.  Based on a best estimate of 0.75% quarterly growth in OECD GDP (an annual rate of just over 3%) and a steady external exchange rate for the pound, the forecasts indicated that the UK’s international tourism receipts in 2000 are likely to be within the range £12.1 - £12.3 billion.  In 2001, the model forecasts modest real growth of approximately 3% over 2000 levels, to £12.4 - £12.7 billion.

These forecasts are based on macro-economic variables.  At the time of writing (March 2001), the UK is suffering a foot-and-mouth epidemic which has been given wide international coverage, and will degrade international demand for the UK’s tourism.  The extent of this effect could be estimated by the difference between the forecasts given above and actual tourism receipts in 2001 – although clearly such an estimate could only be made after the event, once data is available for 2001 tourism receipts.

E8
Potential applications of the model

The econometric models developed in this research have potentially wider applications beyond the measurement of exchange rate impacts on tourism demand.  Possible applications could include:

· forecasting likely future trends in tourism demand to assist travel and tourism operators in the UK develop their investment and operating plans;

· supporting tourism marketing strategies on a country-by-country basis, by segmenting different markets according to their comparative sensitivity to prices, exchange rates and GDP, and designing appropriate strategies to reflect these sensitivities;

· assessing the performance of tourism marketing, by measuring actual out-turns against the out-turn that would have been expected in consequence of GDP and exchange rate movements;

· extending this analysis to estimate the likely and actual yield on specific tourism marketing campaigns, and using such estimates to support business plans for joint marketing campaigns. Statistical analysis of the likely increase in inbound passenger numbers could help to demonstrate that, on reasonable assumptions, campaign partners would earn a significant positive return on any initial investment in a joint marketing campaign, e.g. through higher load factors on under-utilised routes.

1 Introduction

1.1
The UK’s international tourism performance

Tourism is considered to be one of Britain's success stories. The effects of tourist spending are felt across a range of economic activities and extend to many parts of the country. It is estimated that tourism accounts for 5% of GDP.

In 1998, a report commissioned by the British Tourist Authority on The Economic Effects of Changing VAT Rates on Tourism found that VAT on tourism services is higher in the UK than in fourteen of the other fifteen EU Member States.  In particular, the VAT rate applying to visitor accommodation in the UK is more than twice the EU average.  The report also found that, over the previous 15 years, the UK’s share of the international tourism market had declined significantly.  The extent of this decline is shown graphically in Figure 1.1.  

Figure 1.1

The UK’s declining share of international tourism receipts
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Source: adapted from WTO and BTA data to generate a 3-year moving average of UK international tourism receipts as a percentage of total international receipts.  The moving average eliminates short-term fluctuations in the UK’s market share as a result of currency fluctuations or special events.

Figure 1.1 shows that UK’s share has declined significantly since 1980/81, when the rate of VAT applicable to tourism and other services increased from 8% to 15%.  There followed a further increase in VAT rates to 17.5% in May 1981.  Since then, the story has been one of gradual decline, temporarily arrested in the mid-1980s and again in 1995, both periods during which Sterling’s external value was low.  Sterling has appreciated since 1995/96, so the report anticipated that the decline in the UK’s market share in international tourism services would continue in 1998, 1999 and 2000.

The 1998 report also found that the fall in the UK’s market share had fed through to a severe deterioration in the UK Balance of Payments on tourism services.  The report’s findings on the Tourism Balance of Payments are summarised in Appendix 1 to this report.

1.2
The Price Sensitivity of International Tourism

As part of the research on the economic impact of VAT on British tourism, the 1998 report examined the major macro-economic factors driving international tourism demand.  The method applied to undertake this analysis involved regressing Britain's international tourism receipts against the trade-weighted exchange rate of Sterling, and the real rate of growth of OECD GDP over the period between 1975 and 1995.  The results of this regression indicated that international tourism is sensitive to changes in both income and price
:

· a 1% rise in real OECD GDP could be expected to generate a 0.63% increase in tourism receipts, other things being equal;  while

· a 1% rise in Sterling's trade-weighted exchange rate could be expected to depress the UK’s international tourism receipts by 1.4%.

Trends in inbound tourism to the UK since 1995 have tended to support the relationships captured in the regression.  Overall, it has been a difficult period for the UK tourism industry, coinciding with a period during which Sterling has been strong.  However, within this aggregate picture, inbound tourism from the USA has continued to do well, driven by a strong American economy and supported by a stable pound/dollar exchange rate.  The growth of US inbound tourism may also have been assisted by the decrease in transatlantic airfares in real terms.  By contrast, inbound tourism from the EU has suffered against the backdrop of a weak Euro and recession in most continental economies.

Overall, the evidence of recent years supports the view that international tourism is price sensitive, and that higher prices, whether caused by a strong currency, high taxes, or some other factor, will result in a fall in visitor numbers and expenditure.

1.3
Purpose of the current study

While the UK government has recognised the adverse consequences of a strong pound on the manufacturing sector, and has taken measures to mitigate its effects, including financial support, it has not provided any comparable support to tourism, which risks loosing its competitive position in key markets.

In response, the BTA seeks to update the 1998 statistical analysis and validate it by securing information on previous research and methodologies, used by other organisations to assess the likely impact of price fluctuations on tourism demand.

The purpose of this study is to address these issues, and the next section describes the approach and methodology applied in this process. 

2 Approach and Methodology

Figure 2.1 summarises the approach adopted to carry out the study.

Figure 2.1
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In summary, the assignment was carried out in five phases, as described below.

Phase 1: Literature Review

In this phase of the assignment, a review of literature on the price sensitivity of tourism, published by academic, official and other sources in the UK and internationally, was undertaken.  This included research undertaken for the 1998 report to the BTA on the Economic Impact of Changing VAT Rates and Council for Travel and Tourism (CTT) research on The Economic Impact of Air Passenger Duty.

In general, the published research focuses on the response of travellers to the price of travel and tourism, rather than the exchange rate.  However, research on the price elasticity of tourism is relevant to assessing likely exchange rate impacts, because fluctuations in the exchange rate feed through to the relative price of travel and tourism of the UK, compared to other international destinations. 

Phase 2: Econometric modelling
This phase comprised the core of the technical work carried out during the research.  It involved undertaking an econometric analysis of the determinants of the international demand for UK tourism, and the demand for UK tourism from a selected set of individual countries. These were completed by means of a regression of UK international tourism receipts against:

· the exchange rate for Sterling; and

· real GDP in the origin countries.

The estimated exchange rate coefficients from this regression provides information about the effects of nominal exchange rate variations on the revenue obtained by UK tourism. They may also, under special assumptions, provide indirect information about effects of changes in the international price of UK tourism against competing destinations. The coefficient on the OECD GDP variable – which measures the income of international tourism consumers – yields an estimate of the effect of overseas income changes on UK tourism revenue.  

Data for this analysis was secured from the following sources:

· the International Passenger Survey for the UK's international tourism receipts since 1995;

· the Bank of England, for the trade-weighted exchange rate of Sterling, and the rate of exchange of the pound against the national currencies of those countries examined separately; and
· the IMF and the OECD for GDP data.

The data was converted to a consistent inflation-adjusted basis, and then run through a regression model to compute the value of the exchange rate and income parameters during the period under consideration. 

In a second stage of the econometric analysis, the regression model, described above, was augmented by the inclusion of an additional variable; the real (inflation-adjusted) price of UK tourism.  An index of UK tourism prices was supplied by the BTA.  It was intended that this extension would generate additional information about the effects of price changes on UK tourism expenditure.  In addition, this model was regressed separately on three components of total tourism – holiday, business and visits by friends and relatives (VFR) – to identify differences in the determinants of tourism among them.  Data on the individual components of tourism receipts between 1979 and 1999 was supplied by the BTA.

Finally, the research included a somewhat less extensive analysis of the determination of UK outward tourism expenditure. Details of the models investigated will be provided in subsequent sections of this report.

Phase 3: Survey of other organisations

In this part of the assignment, interviews were conducted with travel and tourism organisations to assess whether, and how, they forecast the likely impact of exchange rate fluctuations on demand for their services.  A list of organisations and individuals interviewed is given in Appendix 2.  The issues covered in each interview are set out in Appendix 3.

Phase 4: Reporting and presentation

Following completion of the research programme, a draft report was prepared setting out the findings and conclusions from the research.  A presentation was made to the project steering group before finalising the report, to take account of any comments the group might have.

3 Previous Research and Case Studies

3.1 Introduction

In this section, we review the available evidence on the price sensitivity of tourism demand at national level from two sources:

· research published by official sources, industry bodies and independent consultants and academic analysts;  and

· interviews conducted during the course of this assignment to assess how UK travel and tourism organisations assess the likely impact of exchange rate fluctuations on demand for their services.

While there is substantial anecdotal evidence regarding the sensitivity of tourism to fluctuations in exchange rates, rigorous statistical analysis of the relationship between the two is more limited.  One problem that researchers face is how to consider the influence of tourism prices in isolation from the other factors driving demand for travel and tourism, such as airfares, the disposable income of travellers, marketing campaigns and consumer tastes.

However, econometric techniques can assist in the quest to disentangle the relative influence of these factors.  In recent years, a growing body of research work has applied these techniques to the estimation of tourism demand in different markets.  While this research has thrown up different and, in some cases, conflicting results, our review of the literature suggests that a degree of consensus is beginning to emerge on the price sensitivity of international tourism.  

Publication details of the references cited in this section are included in Appendix 4 and Appendix 5 of this report, respectively covering relevant previous research of the assignment team, and research carried out by other independent sources.  

3.2 A summary of previous research findings

Table 3.1 provides a summary of the findings of UK research on travel and tourism demand, while Table 3.2 summarises the findings of international research reviewed in the course of the assignment.  Appendix 6 provides fuller details on the coverage, methodology and findings of the research examined in the course of the literature review.

As the two Tables and the synthesis included in Appendix 6 reveal, the evidence reviewed suggests that both business and leisure travellers respond to changes in the price of travel.  Typical elasticities fall between -0.5 and -2.5.  Short-haul business travellers appear to be at the lower end of this range, and long-haul leisure travellers towards the upper end.  Fluctuations in real incomes and special events such as the 1988 Australian Bicentennial, also influence the pattern of international tourism demand.

Table 3.1:

Summary of Research on Demand for UK Travel and Tourism

Date
Researchers
Coverage
Key Findings

1994/95
Deloitte & Touche for the BTA
500 UK Tourism Operators
Operators believe that their markets are price sensitive and high UK VAT rates place them at a competitive disadvantage

1994/95
Deloitte & Touche for the BTA
1,500 UK holidaymakers & a smaller sample of US and Dutch residents
Price is a crucial factor for most tourists when choosing a holiday destination, and most respondents regarded the UK as either “very expensive” or “quite expensive” 

1998
Deloitte & Touche for the BTA
Econometric model regressing tourism receipts against GDP and exchange rates over the period 1975 and 1995
UK International Tourism Receipts = (+0.63 x log of OECD real GDP) – (1.4 x log of the trade-weighted exchange rate of Sterling in the previous year).  R2 = 0.85

1998
Deloitte & Touche for the CTT
Econometric model of  demand for air travel on the Manchester-Milan air route
Demand on the route falls by 0.7% for every 1% in air fares, and the introduction of Air Passenger Duty (APD) had a further measurable dampening effect. R2 = 0.96 

1993
Economist Intelligence Unit
Price sensitivity of short-haul and long-haul tourism
European short-haul tourism had a price elasticity of between –1.0 and –1.5, while tourism from the USA to Europe had a higher elasticity of –2.5

Ongoing
BITOA
The BITOA Business Barometer
The Barometer tracks operators’ views on likely future trends in turnover and visitor numbers, and shows a negative relation between them and the strength of the pound  

1997
British Airways
A study of the impact of APD on 5 scheduled air routes
Air fares & taxes have a significant impact on demand for air travel.  The introduction of APD appeared to have had an identifiable impact on traffic on all 5 routes

Ongoing
The Civil Aviation Authority
Growth in passenger numbers through UK airports
Business passenger numbers are a function of GDP growth rather than price, but leisure traffic is sensitive.  Leisure numbers have an elasticity of -0.6 against air fares 

2000
Ramesh Durbarry
Inbound UK tourism demand
UK inbound tourism expenditure is sensitive to price and exchange rate changes, with an effective Epd of approximately –1

Sources: As specified in Appendices 4, 5 and 6 to this report

Table 3.2:

Summary of Research on Demand for Travel and Tourism in North America, Australia and the Mediterranean

Date
Researchers
Coverage
Key Findings

1996
Sypher /Mueller Int, Canada
Price sensitivity of air travel in North America
A 1% increase in ticket price will result in a decrease in demand of between 0.8% and 1.4%

1998
Clive Morley
Inbound tourism to Australia
Price elasticity of tourism demand ranges from a maximum of –2.87 for Japan to a minimum of –0.08 for the UK

1993
S. Divisekera
Inbound tourism to Australia
Price elasticities computed of –1.55 for Japan, -1.19 for the UK, -1.16 for the USA and –1.10 for New Zealand

2000
Biagoli, Ortolani & Alivernini
Inbound tourism to Italy
Income elasticity of inbound Italian tourism demand is 1.7, while price elasticity is –3 approximately

1991
Petros Anastaso-poulos
International travel demand to the Mediterranean
Income elasticities of 2.8 for long-haul and 1.25 for short-haul visitors, and transport cost elasticities ranging from –0.54 for the USA to –1.32 for Japan inbound visitors

1999
Andreas Papatheodorou
Demand for international tourism in the Mediterranean, 1957-1989
Price elasticities ranging from –1.15 (Greece) to –2.48 (Portugal)

Sources: As specified in Appendices 4, 5 and 6 to this report

A useful survey of the impact of exchange rate fluctuations on tourism demand in the UK is contained in a paper prepared by the Economics Branch of the Department for Culture Media and Sport in April 1998, entitled Economics of Tourism: Visitors and Expenditure.  The paper does highlight some of the limitations on econometric models, for example the fact that they are “not well suited to estimating the effect of changes in taste and other less tangible factors”. Nevertheless, it concludes that econometric analyses can assist in forecasting future tourism trends and in simulating the likely effects of policy initiatives, e.g. in respect of taxation changes.

Reviewing a sample of previous research carried out by the DETR and external consultants, the survey concludes that,

“The results confirm the importance of income in explaining foreign visitor numbers, with a lesser influence from exchange rates.  Expenditure on the other hand is much more responsive to exchange rates.  This might be explained by increased competition between destinations as the impediment of distance is reduced by falling travel costs and increased range of services.  For the future, growth in real world income (GDP) will underpin growth in numbers and expenditure, with changes in exchange rates having an important effect on expenditure. ”

This conclusion suggests that, as a consequence of the fall in the real cost of international travel, the cost of tourism products and services within each country may become comparatively more important in influencing the relative price of different destinations, and hence the pattern of international tourism demand.

3.3
Case Study Analysis

To support the literature review, a case study analysis was undertaken of how other travel and tourism organisations assess the likely impact of exchange rate fluctuations on demand for their services.   The organisations interviewed during the course of the assignment are described in Appendix 2 to this report.

Details of the principal findings from the interviews are set out in Appendix 7.  The views of those interviewed on the main drivers of demand for their services are summarised in Table 3.3 below.

Table 3.3:

Summary of interviewees’ responses on the main drivers of demand for their services

Source
Coverage
Main drivers

Manchester & Birmingham International Airports 
(a) Airport demand

(b) Air travel
(1) GDP and economic activity

(2) Quality and type of airport facilities

Prices are not a significant factor in influencing demand for airport capacity because of price regulation, except for off-peak short-haul flights where airlines are sensitive to slot pricing.

Prices are a significant factor in influencing demand for air travel.

Representative organisations – BATA, IATA and ABTA
Travel demand
Price is the primary driver of demand for leisure travellers, while quality is the main driver for business, although price is becoming a more significant factor for the business sector.  GDP drives growth of both business and leisure travel.

British Airways
Air travel
Key drivers of demand are economic activity (GDP) and price, with “price becoming more important, particularly at the short-haul end of the market”.  Business travel is less sensitive to price changes than leisure travel.

BAA
Airport demand
Demand for airport space is primarily driven by GDP rather than prices or exchange rates

Source: Caledonian Economics Ltd, interviews with the specified organisations, as described in greater detail in Appendix 7 to this report

Table 3.3 indicates that demand for airport slots is driven by GDP rather than price, perhaps reflecting the regulated nature of airport pricing in the UK.  Price is a significant factor in the demand for airline travel, particularly for leisure travellers, but increasingly also for business travellers.

However, what became clear from other responses to the interview questions was that, while those interviewed believed that exchange rate fluctuations do influence travel demand, none of them has yet measured the extent of this impact.  Overall, the consensus view on the measurement of the sensitivity of travel demand to changes in prices and exchange rates was summed up by one respondent as being one of “informed judgement” rather than rigorous statistical analysis.  For example, BAA reported that they “take note of exchange rate effects, but they are not a formal part of our model or framework of judgement because of the difficulty of forecasting them”.

3.4
Conclusions

The following broad conclusions emerge from previous research, and the interviews conducted with the travel and tourism organisations on the drivers of travel and tourism: 

· economic activity and prices appear to be the main drivers of demand for travel and tourism services;

· economic activity is the main driver of business travel, while prices and exchange rates are the main drivers of leisure travel;

· the main drivers of demand do not appear to have changed in the 1990s, although the emergence of the ‘no-frills, low-cost’ airlines suggests that price is becoming increasingly important at the short-haul end of the airline travel market – and this extends to business as well as leisure travellers;

· customers tend to be more price sensitive in the leisure travel market than in the business travel market, but there is growing evidence of a degree of price sensitivity among business visitors as well;

· demand for travel and tourism services is highly seasonal, although growth in numbers of airline passengers has tended to be fairly stable on a year-on-year basis;

· the introduction of fixed exchange rates across Europe, in preparation for the introduction of the euro, is not reported to have had a negative impact on UK travel and tourism organisations, over and above the negative impact that would have occurred anyway in response to the strength of Sterling, independently of the euro’s introduction;

· most travel and tourism organisations do not model exchange rate fluctuations as a separate factor affecting service demand.  Although many recognise that exchange rate changes do influence demand, those interviewed cited the practical difficulties, in forecasting exchange rate movements and isolating exchange rate effects, as being a major impediment to including them as an independent variable in their demand models.   

Little research has been undertaken on the relative importance of exchange rate movements in driving tourism demand.  As exchange rate fluctuations directly affect the relative prices of competing destinations, and as prices are widely accepted to be a key determinant of tourism demand, this seems surprising.  The next section sets out the approach adopted in this research to fill this gap, and the results that emerged. 

4 Econometric Analysis

4.1
Scope of the Analysis

The principal aim of the econometric analysis is to obtain a statistically reliable estimate of the relationship between the UK's international tourism receipts (TR) and two independent variables: the real GDP of countries of origin (the income variable) and the rate of exchange of Sterling (the price variable). 

This analysis was conducted at two levels:

· the overall macro model: relating the UK’s international tourism receipts to  overall OECD GDP and the trade-weighted exchange rate for Sterling;

· UK inbound tourism from four of its most important markets: the USA, which is the UK’s main long-haul market, and France, Germany and Ireland, which are three of the UK’s main short-haul markets.

A second objective of the analysis was to investigate the relationship between UK international tourism expenditure and appropriate measures of exchange rate and income for a selection of important outbound tourism destinations. Hence, a further dimension of our analysis relates to UK outbound tourism, or expenditure by UK residents in four major overseas destinations – the USA, France, Spain and Ireland.

A third objective was to model price effects directly, by augmenting the inbound tourism model with a suitable price explanatory variable.  Data availability limited the approach that was feasible in this regard.  BTA was able to supply the domestic tourism price index (TPI), but no index of foreign tourism prices was available.  As explained in the Mathematical Appendix, Appendix 8, a proper identification of a tourism price elasticity requires the inclusion of a variable constructed as the ratio of domestic to foreign tourism prices.  Nevertheless, useful additional information can be derived by using the TPI deflated by the CPI as the independent explanatory option instead.   This was therefore the option pursued.

Finally, we wished to obtain some insight into the differences, if any, which exist between the income and price sensitivities of holiday, business and VFR tourism receipts to the UK.  This was derived from the price-augmented regression model described in the previous paragraph.

4.2
The Aggregate Model of UK International Tourism Receipts

Model specification

The model regressed the UK’s international tourism receipts against real OECD incomes and the trade-weighted exchange rate of Sterling.  In equilibrium the model is 

R = (1 + (2 Y + (3 EX

where 

R = the natural logarithm of real total tourism receipts (that is, nominal total tourism receipts to the UK deflated by a UK consumer price index, so that the series is expressed in constant price terms);

Y = the natural logarithm of real OECD gross domestic product (that is, nominal OECD GDP deflated by an OECD countries consumers price index, so that the series is expressed in constant price terms);  and

EX = the natural logarithm of a nominal trade-weighted exchange rate for the UK relative to its OECD countries major trading partners. 

The form of the relationship, which is linear in the logarithms of variables, was chosen after preliminary examination of the data.  A consequence of using a regression of R on Y and EX in logarithmic form is that the estimated coefficients on the income and exchange rate variables can be interpreted as elasticities.

Data for Y and EX are derived from variables taken from the IMF International Financial Statistics (CD ROM, year 2000 version).  Data for R (and all other tourism data used in this study) was provided by the Office for National Statistics International Passenger Survey.

It is important to recognise that the relationship R = (1 + (2 Y + (3 EX is a long-run (or equilibrium) relationship.  Given estimates of the parameter values (1 , (2 and (3 , the relationship can be used to obtain the value of R, the UK’s real total tourism receipts, that will prevail for any given values of Y and EX in equilibrium after any associated adjustment processes have been fully completed. Hence, knowledge of these long-run parameters can be used to address questions of the form:  What will be the ultimate impact on the UK’s international tourism receipts of a 10% fall in Sterling’s trade-weighted exchange rate, given a particular value of OECD real GDP?

Alternatively, we could say that knowledge of the equilibrium relationship permits long-run policy analysis or forecasting. However, as with almost all economic relationships, adjustment processes are not instantaneous. Indeed, when shocks or changes to explanatory variables occur, the adjustment to new equilibrium may take several years to complete. Hence, short and medium term policy analysis and forecasting, based on the long-run relationship alone, is likely to be misleading. 

As a result, we follow best-practice econometric methodology and estimate a dynamic model of the relationship between R, Y and X, in which allowance is made for general adjustment mechanisms.  From this dynamic regression model, we can not only derive the long-run relationship between the variables, but we can also estimate the speed and nature of adjustment processes. 

For convenience of presentation, we report only the derived long-run or equilibrium relationships in the main body of this report. Full details of the dynamic models estimated - and further information on the associated methodology - is provided separately in the Econometric Appendix. 

Model results

To run the dynamic regression, quarterly data was available for the period 1975 (Q1) to 1999 (Q4). Given the need for initial values to define lagged values of variables, the estimation period covers the quarters between 1976 (Q2) and 1998 (Q4) inclusive, a total of 91 observations. The four quarters of 1999 were reserved for forecasting purposes, to provide a test of validity of our estimated model.

The long-run equilibrium model is as follows:

Model estimated over period 1976Q2 to 1998Q4:

R =  7.57 + 0.547 Y - 1.280 EX + 0.208 S1 + 0.892 S2 + 1.290 S3

The data used in the analysis is seasonally unadjusted.  Seasonal fluctuations in tourism demand are taken into account through the use of dummy variables. The estimated regression equation includes three dummy variables to account for seasonal variations of the mean of tourism receipts from one ‘baseline’ quarter (here taken to be S4, the final quarter of each year).

The estimated parameters of the dummy variables indicate that first quarter (S1) receipts are not substantially different from S4, but S2 and S3 are substantially (and significantly) much greater.   In other words, tourism demand in the January-March quarter is close to that in October-December, but demand in the April-June and particularly July-September quarters are significantly higher, as one would expect.

The multiple correlation coefficient (R2) of the equation was 0.98, which is extremely high.  It implies that the independent variables of OECD GDP, the pound trade-weighted exchange rate, and seasonal factors, explained 98% of the variation in the UK’s international tourism receipts over the period. The full set of regression diagnostic statistics – reported in the Econometric Appendix – confirm that the estimated model is statistically very well specified.

It should be noted that, while the regression suggests that the exchange rate and income are the predominant drivers of inbound tourism, this does not imply that overseas marketing does not matter.  Firstly, it can assist in raising awareness and stimulating inbound tourism from particular target markets.  Secondly, it can influence the value of the price and income parameters themselves.  The overall aim of a successful marketing strategy could be to raise the income parameter and reduce the exchange rate parameter by increasing brand loyalty and awareness.

Some implications of the long-run equilibrium results

The figures reported below relate to the model estimated up to the final quarter of 1998; results are very similar, although not identical, for the estimates obtained, including the additional four quarters of 1999.

The regression indicates that a 10% fall in the UK trade-weighted nominal exchange rate (EX) generates, after full adjustment, a 12.8% increase in total UK tourism receipts (R) in real (i.e. inflation adjusted) terms.

The coefficient on the exchange rate variable can be used to make some inference about the size of the conventionally defined price elasticity of demand for tourism. The logic that lies behind this inference is described in Box 4.1 below.  Using this, the regression indicates that a 10% fall in the price of tourism, relative to the OECD average tourism price, generates after full adjustment, a 12.8% increase in total UK tourism receipts (R) in real (i.e. inflation adjusted) terms.

BOX 4.1

THE LOGIC WHICH UNDERLIES INTERPRETING THE EXCHANGE RATE COEFFICIENT AS A CONVENTIONAL PRICE ELASTICITY

For simplicity of notation, consider the UK and another country labelled Y.  Suppose that the true value of the price elasticity of UK tourism demand in Y is –1. That is
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Now suppose that, other things remaining equal, UK tourism prices rise by 10%. Then given that (d = -1, the quantity of UK tourism demanded by Y residents will fall by 10%. Spending in terms of country Y currency will remain constant  - 10% fewer holidays are purchased but each one costs 10% more in the Y country currency. At a given exchange rate, sterling tourism revenue would also remain constant. 

Next, continue to suppose that (d = -1. But now imagine the effect of a 10% appreciation in the UK nominal exchange rate (with the sterling price per holiday remaining unchanged at its original level). This is perceived by the country Y potential tourist in the same way as a 10% rise in UK tourism price.  As before, the quantity of UK tourism demanded will fall by 10%, and so spending in terms of country Y currency will remain constant. But, given that sterling has appreciated by 10%, spending in terms of sterling will now have fallen by 10%.  

The econometrician observes a 10% UK currency appreciation leading to a 10% fall in UK tourism revenue, and so finds a coefficient of –1 on the exchange rate variable. But as has been seen, this also corresponds to a conventional price elasticity of demand of –1.  

Of course, matters are likely to be more complex in practice. Changes in relative prices are likely to cause adjustments in terms of length of holiday, or spend per day, not merely in the quantity of a given type purchased. But none of these fundamentally alter the logic of the argument we have just used.

The regression also indicates that a 10% rise in OECD countries’ average real GDP (Y) generates, after full adjustment, a 5.47% increase in total UK tourism receipts in real terms.

The conclusions are that:

· the UK tourism market has a relatively high sensitivity to long-term exchange rate changes.  This confirms the BTA’s previous 1998 research, and that by other independent sources summarised in Section 3, that tourism is a price-elastic commodity;  

· the UK tourism market does expand as world GDP rises, but by less than a proportionate amount.  This is an unsurprising result, in the light of the evidence pointing towards the long-run decline in the UK’s market share of the international tourism market.

Forecasting performance of the model

As mentioned above, the predictive power of the estimated model was used as a test of its validity.  Specifically, the model was estimated over the period up to the final quarter of 1998, and was then used to predict the changes in the real value of UK tourism receipts over the four quarters of 1999, given known values of OECD GDP and the pound exchange rate for these quarters. These predictions were then compared with the realised values of changes in tourism receipts for those four quarters.  Full details of the method are given in the Econometric Appendix.  The forecasted and realised values are plotted in Figure 4.1 below, which shows that the predictions were very close to the out-turn, indicating that the forecasting performance of the model is very high.

Figure 4.1
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Source: Caledonian Economics regression analysis, as described more fully in Appendix 9 

Dynamic Simulation

The estimated dynamic model shows that, after a shock or change in one of the driving variables, full adjustment of tourism receipts to their new long equilibrium level is relatively slow.  In other words, it takes some time for the full effects of a change in the pound’s exchange rate or in OECD GDP to feed through. 

As an example, we have used dynamic simulation to ascertain the response of tourism receipts to one-off fall of 10% in the UK trade-weighted exchange rate.  It can be seen from Figure 4.2 below that the full impact is not felt for several years.  Indeed, even within two years – i.e. in 1981 for a hypothetical exchange rate change occurring in 1979 – only about one half of the overall impact is attained, although as the graph also shows, most of the effect has fed through after 4-5 years.  The implication is that a change in the external value of the pound today would have successively growing impacts for several years into the future until the total impact is manifest.

Figure 4.2:

Response pattern of tourism receipts to a change in the pound Exchange Rate
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Key: tw = trade-weighted;  DR = dynamic response

4.3
UK Tourism Receipts from Four Countries

Total tourism receipts

In the second stage of the econometric analysis, we regressed the UK’s real annual tourism receipts over the period 1975-1999 against the real GDP and the nominal Sterling / Origin Country currency exchange rate of four countries: Germany, France, the USA and Ireland. For this exercise, only annual data is available, and so the precision of the estimates is inevitably  lower than that obtained with the quarterly macro model. As with the dependent variable in the quarterly macro model, the series includes holiday independent and holiday inclusive, business, VFR, and miscellaneous categories, and so is identical to the total tourism receipts figure shown in Table 22 of Digest of Tourist Statistics, (No. 23).

The long-run equilibrium equations derived from the estimated dynamic models for each country were as follows:

· Germany:  
LRG 
=  - 1.89  +  1.46 LYG - 0.81 LEG

· France: 

LRF 
=   - 4.65  +  1.57 LYF - 0.22 LEF

· USA:

LRUS
=    0.84  +  0.63 LYUS - 1.39 LEUS

· Ireland:

LRI
=   - 2.51  + 1.02 LYI
- 0.47 LEI

Where;

· LRG (LRF, LRUS, LRI) are logarithms of real total tourism receipts (nominal receipts deflated by UK CPI) to UK from tourism from Germany (France, USA, Ireland);

· LYG (LYF, LYUS, LYI) are logarithms of real GDP (nominal GDP deflated by CPI of country of origin) of Germany (France, USA, Ireland);

· LEG (LEF, LEUS, LEI) are logarithms of bilateral nominal exchange rates between UK and Germany (France, USA, Ireland).

The regressions indicate that all four countries spend more in real terms on UK tourism as their real incomes rise. Three of the four have ‘elastic’ demands with respect to income; in other words, expenditure by their residents in the UK tends to rise at a faster rate than their national income. The fourth – the USA – is less income sensitive, but a 10% increase in USA real income still generates a 6.3% increase in real USA spending in the UK.

For each of the four countries, spending in real terms on tourism in the UK falls as the sterling exchange rate appreciates relative to their currencies.  This effect is strong for Germany, with a coefficient of -0.81, and most pronounced for USA visitors, with a coefficient of -1.39. 

The overall picture emerging from these results is that short-haul markets (Germany, France and Ireland) are more income-elastic than long-haul markets (the USA), but that long-haul markets (the USA) are more exchange rate-elastic than short-haul (particularly France and Ireland).

The finding, that inbound tourism from France is not particularly exchange rate sensitive, is borne out by the recent experience of Guernsey.  During the mid-1990s, the Guernsey Tourist Board began to market the island in France and particularly Brittany, in an effort to reduce their tourist industry’s dependence on mainland Great Britain, which up to that time had accounted for 90 – 95% of all visitors.  This strategy has had a high degree of success, with inbound French tourism growing strongly, despite the strength of Sterling against the French Franc.

These findings potentially have very interesting and powerful implications for tourism marketing strategy.  The implication would seem to be that:

· marketing campaigns to the USA could be highly effective if special price-discounted packages could be offered, e.g. by teaming up with a major carrier, such as BA, to target centres of population with direct air links to the UK, at times when airline load factors are relatively low, for example in Q4 and Q1.  This strategy was deployed quite effectively in the joint campaign between the Irish national tourism organisation, Bord Failte, and Aer Lingus (which also secured funding from a number of Irish hoteliers) targeted at a number of American cities with high proportions of Irish Americans in the 1990s;

· on the other hand, a highly price-discounted approach might be sub-optimal for British tourism marketing to France or Ireland, because the equations suggest that inbound tourism from these sources is not particularly price sensitive.  In these markets, a better approach might be to time an intensive marketing campaign for periods when the domestic French or Irish economies are growing strongly, as our regressions indicate that inbound UK tourism from these markets (and particularly France) is more sensitive to changes in real income.      

4.4
UK Tourism Expenditure Abroad

In the third stage of the econometric analysis, we regressed the real (constant price) expenditure by UK visitors abroad on real UK GDP and the Sterling / Destination Country currency nominal exchange rates of four countries: Spain, France, the USA and Ireland.

The statistically best-specified equations were as follows:

USA:   

LUKTEUR = 
- 13.8 
+ 3.71 LUKY 
+ 0.0087 LERUKUS

SPAIN: 
LUKTESR =  
- 9.87 
+ 1.53 LUKY 
+ 1.13 LERSPUK

FRANCE: 
LUKTEFR = 
- 12.75 
+ 3.173 LUKY + 0.583 LFUKER
IRELAND:
LUKTEIR =  
 - 9.81  
+ 2.39 LUKY 
+ 0.468 LERI1

Where;

· LUKTEUR (LUKTESR, LUKTEFR, LUKTEIR) are logarithms of real expenditure by UK residents on real total tourism expenditure in the USA (Spain, France, Ireland);

· LUKY is the logarithm of UK real GDP;

· LERUKUS (LERSPUK, LFUKER, LERI1) are logarithms of bilateral nominal exchange rates between UK and USA (Spain, France, Ireland), all expressed in units of foreign currency per UK pound.

The results indicate that expenditure by UK residents overseas is highly sensitive to changes in UK GDP, with elasticities ranging from a low of 1.53 for Spain to a high of 3.71 for the USA.  In other words, each 1% real increase in UK GDP would be associated with a 1.5% real increase in expenditure by UK residents in Spain, and a 3.7% real increase in the USA.

4.5 Annual Data Models of Tourism Receipts to the UK

Model Specification

In the annual data models of the UK’s tourism receipts, the UK Tourism Price Index (TPI) was used as an additional explanatory variable, and regressions were undertaken for holiday, business and VFR receipts separately.

The effect of these regression models is to analyse inbound tourism expenditure not only by income and the trade-weighted exchange rate, but also by a variable reflecting the price of UK tourism. 

The reasoning behind the extension of the analysis in this way is as follows.  In the basic macro model, inferences about the effects of price changes have to be made indirectly by means of the exchange rate variable coefficient.  The rationale is that changes in the exchange rate can be interpreted as changes in relative prices.  However, (because the dependent variable, tourism receipts, is a value rather than a quantitative measure) interpreting the model requires that the effects of currency translation are taken into account.

In addition, from a theoretical viewpoint, it would be more attractive to have different variables reflecting exchange rate and price changes.  If both variables are changing over the period examined – as they are – and if the variations in them are correlated with one another, then the exchange rate coefficient estimate will be biased.  The case for inclusion of a price variable is, therefore, strong.

But to include a price variable requires that reliable data exists for it.  However, a true ‘relative tourism price’ index, measuring UK tourism prices against some weighted index of tourism prices in the rest of the world does not, to the best of the consultant’s knowledge, exist. Economic theory suggests that the index should be a ratio of tourism prices in the UK to tourism prices elsewhere, on the assumption that tourism trips in other destinations are the relevant substitute products.   While there is a UK tourism price index, collated by the Office for National Statistics from International Passenger Survey data, there is no comparable index of overseas tourism prices, nor is it clear how such an index might easily be constructed.  Indices of tourism prices in individual country destinations were also not available for this analysis.

A best specification is therefore not possible. However, some useful information might be obtained from a second-best approach using the UK tourism price index in some way. The way we have chosen to do so is by including, as an additional regressor, the variable LPRAT, the logarithm of the ratio of UK tourism prices to the UK CPI.  The coefficient on this term will be related to the price elasticity of tourism expenditure. But, of more importance, we can use it for purposes of ranking the elasticities for different kinds of tourism.  Even if the estimate is a biased estimate of the relative elasticity, it should be biased in a similar way for the various component elasticities, and so can be used for ranking purposes. 

In fact, the credibility of the price coefficient as an elasticity estimator was enhanced by an additional investigation.  It turned out that including the OECD price deflator as a further additional variable (together with the LPRAT variable) made almost no difference to the point estimates of the price, income and exchange rate coefficients, as shown in the results given in Appendix 9, the Econometric Appendix.  In other words, taking account of general OECD price changes makes little difference to the quantitative results.  If, as seems plausible, variations in OECD tourism prices are closely correlated with variations in the OECD price deflator, then this implies that our price elasticity estimates should be reasonably accurate.

Model Results

Given the short span and frequency of data, we report estimates not only derived from the solutions to dynamic equations (as in the regressions reported previously), but also from static regressions.  The static regressions should be consistent if the data are non-stationary and also cointegrate.  Moreover, with so few degrees of freedom, it is not clear which of the two sets of estimates will have superior efficiency properties. 

Summary statistics for the static Ordinary Least Squares (OLS) regressions for Total, Holiday, Business, and VFR inbound tourism receipts are reported in Table 4.1 below.

Table 4.1:

OLS regressions for the UK’s total, holiday, business and VFR tourism receipts, 1979-1999


Total
Holiday
Business
VFR


Coeff
T value
Coeff
T value
Coeff
T value
Coeff
T value











LGDP
1.66  **
3.42
1.10 **
2.20
1.57 **
2.51
1.88 **
3.77

LTWER
- 0.89  **
4.09
- 1.19 **
5.27
- 0.23
0.82
-0.76 **
3.38

LPRAT
- 1.95  *
1.71
- 1.86
1.58
- 0.14
0.10
- 2.11*
1.80











R2
0.92

0.87

0.92

0.93


DF
-1.93

-2.4

-1.77

-1.74


ADF(1)
-2.28

-3.00

-1.80

-1.88












Source: Caledonian Economics econometric regression model, Feb/ Mar 2001

Key: Coeff = coefficient; LGDP = log of OECD GDP; LTWER = log of trade-weighted exchange rate of Sterling; LPRAT = log of the ratio of the UK tourism price index and consumer price index (TPI / CPI)

** denotes significant at 5% level – i.e. we can be 95% confident that there is a genuine relationship between the relevant independent variable and the UK’s tourism receipts 

* denotes significant at 10% level – i.e. we can be 90% confident that a relationship exists

Unstarred coefficient estimates are statistically insignificant at conventional levels (10% or lower) – i.e. we are less than 90% confident that a relationship exists

Estimates of long-run (equilibrium) elasticities from both the static regressions, summarised above in Table 4.1, and the dynamic error correction models, using the same approach as in the basic models without a TPI term, are reported in Table 4.2.  The full results are given in the Appendix 9.

Table 4.2:

Implied long-run elasticities for the UK’s total, holiday, business and VFR tourism receipts, 1979-1999, using static and dynamic regression techniques


TOTAL
HOLIDAY
BUSINESS
VFR


S
D
S
D
S
D
S
D

INCOME


1.66 **
2.56 *
1.10 **
0.96 *
1.57 **
1.54 **
1.88 **
1.37 **

£ TWER


- 0.89 **
- 1.37 **
- 1.19 **
-1.68 **
- 0.23
0
- 0.76 **
0

PRICE


- 1.95 *
- 4.46
- 1.86
- 2.37 *
- 0.14
0
- 2.11 *
0

Source: Caledonian Economics econometric regression model, Feb/ Mar 2001

Key: S= Static; D= Dynamic; Income = log of OECD GDP; £ TWER = log of trade-weighted exchange rate of Sterling; Price = log of the ratio of the UK tourism price index and consumer price index (TPI / CPI)

** denotes significant at 5% level – i.e. we can be 95% confident that there is a genuine relationship between the relevant independent variable and the UK’s tourism receipts 

* denotes significant at 10% level – i.e. we can be 90% confident that a relationship exists

Unstarred coefficient estimates are statistically insignificant at conventional levels (10% or lower) – i.e. we are less than 90% confident that a relationship exists.

All t statistics are listed in absolute value form.

From Table 4.2, it can be seen that for the dynamic Business and VFR regression models, four coefficients are reported as having exactly zero values.  The meaning to be attached here is that no statistically significant role could be found for these variables.  In other words, we cannot be confident that the UK’s receipts from either Business or VFR visitors are sensitive to changes in the exchange rate or the ratio of tourism prices to the general UK CPI.  It is not, therefore, appropriate to subtract one from these zero values to obtain an estimate of the conventional price elasticity of quantity.

In simple terms, these two types of visitor do not appear to be sensitive to changes in prices.  Their demand is driven by real income, as proxied by real OECD GDP.  

All of the dynamic regressions are statistically well specified, exhibiting no serial correlation, no heteroscedasticity, normally distributed and stationary residuals.  These do not appear to be spurious regressions.  As can be seen in Appendix 9, plots of actual and fitted values show that predicted changes in tourism receipts track actual changes quite closely, and all residuals fall within the 95% confidence interval that is required for well-behaved disturbances.

Interpretation of Results

How do the various components of total tourism rank in terms of their respective elasticities?  Table 4.2 reveals that, whichever estimator is used, the exchange rate and price elasticities are smaller for business tourism than both holiday and VFR tourism.  Matters are less clear with respect to the income elasticity.  Our estimates suggest that holiday tourism, with an elasticity of approximately one, is the least income elastic. The income elasticity of business tourism is approximately 1.5, with the VFR elasticity between 1.4 and 1.9.

Looking at the business tourism results, we see (from the plot of actual values) that there is much less variation in this series than in the Holiday and VFR series.  This explains our finding that business travel is much less price and exchange rate elastic than the other two tourism categories.  This is consistent with earlier findings, as summarised in Section 3 and set out in greater detail in the literature review described in Appendix 6.

Bearing in mind the result, set out in Appendix 8, that a true price elasticity of demand can be obtained by subtracting one from the estimated price coefficient, some very large price elasticities are implied.  It has to be said that some of these are implausible. There are also substantial differences in the estimates obtained directly from static regressions and those obtained as the solution to dynamic models. Given the very small sample size available for these regressions, which were derived from only twenty annual observations, and the absence of a genuine relative price variable, we would suggest that little trust should be put in these price elasticity estimates. 

Another way of thinking about this is to calculate approximate 95% confidence intervals for the elasticity estimates.  Table 4.3 below does this for estimates obtained from the static regressions. 

Table 4.3:

Confidence Intervals for Estimates derived from the Static Regressions


95% CI
95% CI
95% CI
95% CI


TOTAL
HOLIDAY
BUSINESS
VFR

INCOME


0.69 to

2.64
0.10 to

2.10
0.07 to

3.07
0.88 to

2.88

EXCHANGE 

RATE
- 0.45 to

- 1.33
- 0.74 to

- 1.64
- 0.79 to

+ 0.33
- 0.31 to

- 1.21

PRICE


- 4.23 to

+ 0.33
- 4.2 to

+ 0.5
- 3.14 to

+ 2.86
- 4.45 to

+ 0.23

Source: Caledonian Economics econometric regression model, Feb/ Mar 2001

Key: CI = Confidence Interval

Those cells highlighted in bold type correspond to confidence intervals that are entirely positive or negative, which generates a degree of assurance regarding the robustness of the parameters.   Thus, for all categories, we can affirm that the income elasticity is positive.  For all categories, the exchange rate elasticity is negative, except for business where we cannot be sure which sign it possesses – or, put another way, it is not significantly different from zero.  But we are not able to say with real confidence that any of the price coefficients are negative, as the intervals all straddle the zero point on the real line. 

4.6
The relative impact of exchange rate and income

What do the estimated equations reveal about the relative impact of the relative prices (as measured by the exchange rate) and real incomes (as measured by real GDP) on the UK’s international tourism balance?

To answer this question, consider the case of France, one of the UK’s major source and destination markets.  Tourism flows, in both directions, were found to be relatively income-elastic but price-inelastic.  However, this does not necessarily mean that the UK’s tourism balance with France will be influenced more strongly by GDP trends than by the pound/Franc exchange rate, because fluctuations in the exchange rate year-on-year can be far wider than fluctuations in the rate of growth of real GDP.

So, for example, according to data given in The Economist of October 14th 2000, over the year to end-June 2000 French GDP grew by approximately 3% in real terms.  Over the same period, the rate of exchange of the pound to Franc (now pegged to the Euro) rose from £1 = 9.9 to £1 = 10.6, or by approximately 7%.

Applying the long-run equation for UK tourism receipts from France given in Section 4.3 above, we would expect receipts to rise by 1.57 x the rate of French GDP growth, or by 4.7%, and to fall by 0.22 x the rate of appreciation in the pound/FF rate, or by 1.54%.  Overall, once the full effects of these changes in GDP and exchange rates have fed through, one would expect expenditure by French visitors to the UK in real inflation-adjusted terms to rise by (4.7 – 1.5%), or approximately 3.2%.  It can be seen that the negative effect of exchange rate appreciation would cancel out a large part of the positive effect of real GDP growth on French inbound tourism to the UK, even though the GDP parameter has a higher value than the exchange rate parameter.

An even more dramatic effect would be seen if expenditure by inbound German visitors to the UK was considered over the five-year period between June 1995 and June 2000.  Over that period, the pound appreciated from DM 2.22 to DM 3.15, or by 42 per cent.  Conversely, German GDP grew by only about 10% in real terms.  The parameters estimated for Germany, as set out in Section 4.3, indicate that:

· expenditure by German visitors falls by 8.1% for every 10% appreciation in the pound/DM exchange rate (the price effect);  while

· expenditure by German visitors increases by 14.6% for every 10% increase in real German GDP (the income effect).

So, in the case of Germany, once the full impact of exchange rate fluctuations and GDP growth over the past five years works through, our model would forecast that expenditure by German visitors to the UK would actually fall almost 20% in real terms.  This is because a negative exchange rate effect of 34% (= 42% x 0.81) will outweigh the positive GDP effect of 14.6% (= 10% x 1.46).

4.7
Comparison with earlier results

There is a broad consistency between these results and those of the BTA’s 1997/98 research.   In the 1997/98 regression, on 21 annual observations between 1975 and 1995 inclusive, the macro equation was:

R = k  + 0.63 Y - 1.4 EX 

The 2000 regression, modelled on 91 quarterly observations between 1976 and 1998, generates a macro equation of:

R =  k  + 0.55 Y - 1.28 EX + seasonal shift factors.

The coefficients for both the income (OECD GDP) and price (the trade-weighted exchange rate for Sterling) parameters are close for the two equations, which tends to reinforce confidence in them.  They indicate that every 1% increase in real OECD GDP tends to generate, approximately, a 0.6% real increase in the UK’s international tourism receipts, while every 1% rise in the external value of the pound tends to result in a decline in real ITR of approximately 1.3%.

In other words, the UK’s international tourism receipts are income-inelastic and price-elastic.

On a country-by-country basis, this is true of the UK’s major long-haul market in the USA.  However, inbound tourism from short-haul markets (Ireland, France and Spain) seems to be more strongly influenced by income growth in those countries than by the exchange rate of the pound against the national currency, particularly for holiday visitors.  These results are not inconsistent with economic theory, or common sense.  As travel to the UK is likely to cost more, in terms of both time and money, for long-haul rather than short-haul visitors, visit costs are likely to form a greater proportion of the visitor’s disposable income.  Therefore, the long-haul visitor is likely to be more sensitive to changes in price than the short-haul visitor.

This is consistent with our 1998 research, which found that the price sensitivity of long-haul (US) travellers was greater than that of short-haul (European) travellers to the UK
. 

However, although the income coefficient is greater than the price coefficient in the case of short-haul travel, fluctuations in the exchange rate for Sterling in any year are typically much greater than fluctuations in real GDP.  While the growth rate of real GDP in the three source countries typically lies in a range of -1% to +5% in any year, the exchange rate can fluctuate within a range of + / - 20% in any year
.

The fact that exchange rates fluctuate more widely, and more rapidly, than the real rate of economic growth suggests that fluctuations in exchange rates may well have a more powerful effect on international tourism receipts than fluctuations in real incomes.

In our 1998 research, we examined what would happen if the UK’s international tourism receipts varied from the long-run level suggested by this equation.  The statistical method used to do this involved analysing the differences between the tourism receipts actually earned by the UK and the level that would be predicted by our model.  This analysis indicates that, in years when the UK’s tourism receipts diverged from the long-run trend level, they adjusted back to the trend very rapidly, but that, out of equilibrium, there is a small degree of persistence in tourism receipts.  In other words, if tourism receipts are higher than expected in any single year, they are also likely to be somewhat higher than expected in the following year (and vice versa).  This could indicate a degree of brand loyalty by a proportion of satisfied visitors, who make repeat visits if they have a holiday they enjoy, and is consistent with Morley’s results for Australia, as described Appendix 6.

A further finding of the current research tends to confirm our earlier research, that tourism expenditure by UK residents overseas is highly sensitive to changes in UK GDP.

In other words, the income elasticity of demand exhibited by UK travellers to the USA, Spain and France is greater than the income elasticity of demand exhibited by travellers from these countries to the UK.

This has the worrying implication that, if the underlying growth of the UK economy proceeds at the same rate as that of the OECD as a whole, or of its individual trading partners, then one would expect that the progressive deterioration in the UK’s Tourism Balance of Payments with those partners over the long-run, unless the UK’s price competitiveness in the international tourism market improves.

This long-run deterioration might be partly ameliorated by effective marketing campaigns. The evidence provided by successful tourism marketing campaigns – such as those launched by the Irish industry and NTO into the American and German markets during the 1990s – suggests that targeted marketing can raise tourism demand by between 5% and 15% above its trend level.  Clearly, a boost of this extent could provide a significant stimulus to the national tourism industry.

4.8
Econometric Results: Forecasts

To illustrate the way in which we may use our econometric results for prediction, ex ante forecasts for the 8 quarters from 2000Q1 to 2001Q4 have been generated from the quarterly aggregate dynamic model, which was estimated using data up to 1999Q4.  For the purpose of comparison, we have also obtained two annual forecasts (for 2000 and 2001) from the long-run equilibrium solution to the dynamic model.  However, using the long-run equilibrium equation is not, strictly speaking, the appropriate method for obtaining short or medium term forecasts.  As with all short/medium-term prediction, such forecasts are properly obtained from fully specified dynamic models.  It should be noted that the forecasting we are doing in this section is genuine or ex ante forecasting, in contrast to the ex post forecasting that was done to validate the model specification, the results of which are reported in a previous section of this report.

To undertake genuine ex ante forecasts of nominal UK tourism revenue, we need to ‘know’ the values of the driving variables – OECD real GDP, the UK CPI (as our model is specified in terms of the value of real tourism receipts), and the nominal OECD UK trade-weighted exchange rate.  At the time of writing, none of these were yet known.  So, for purposes of undertaking forecasting, we have made plausible projections for their future values.  A corollary of this is that the accuracy of our tourism receipts forecasts will depend upon the actual outcome values for these driving variables and, thus, the extent to which our ‘plausible projections’ are realised in practice.  However, ex post, it will be possible to judge how well the model did in fact forecast once the true values of the driving variables become known.

The projections we have made assume the following:

· the nominal OECD-UK trade-weighted exchange rate stays constant over the 8 quarters 2000Q1 to 2001Q4 at its 1999Q4  level;

· the UK CPI and the OECD CPI each grow at 0.75% per quarter (an annual rate of just over 3%) from their 1999Q4 levels;

· OECD real GDP grows at 0.75% per quarter (an annual rate of just over 3%) from its 1999Q4 level.

Our projections for OECD and UK CPI, and real GDP growth, are very close to (in fact, slightly higher than) those reported in the December 2000 OECD Economic Outlook.  It is virtually impossible to make any confident exchange rate predictions. It seems best, therefore, to assume a “business as usual” scenario where the exchange rate remains unchanged over the prediction period.  Futures currency markets broadly assume this, with futures rates adjusted from current rates to reflect interest rate differentials between different countries.

Techniques used to obtain forecasts were as follows.  The projected values of the driving variables were added to the database.  For the dynamic model, a one step ex ante forecast was made for 2000Q1.  This was then added to the database, and then used in conjunction with other variables to forecast the succeeding period.  This process was repeated in a recursive sequence until all eight forecasts were made. This method of prediction is known as dynamic forecasting, and is required when the underlying model contains lagged values of the explained variable.  This is the ‘echo effect’ where future values of a variable, such as tourism revenues, are partly dependent on past values, reflecting customer loyalty, which increases the probability of repeat visits and similar factors.  

Forecasts from the equilibrium equation are obtained more simply by inserting assumed values, of the independent variables driving tourism revenues, into the equation.  To estimate the likely future values of the independent variables, we summed quarterly figures to arrive at two annual forecasts. 

A Table listing of the dynamic forecasts is given below in Table 4.4

Table 4.4:

Forecasts of total tourism receipts to the UK from the Quarterly Dynamic Model and from the Long-run Equilibrium Equation

Dynamic model
Equilibrium equation

Period
(£ million)
(£ million)

2000 Q1
2 253


2000 Q2
2 942


2000 Q3
4 353


2000 Q4
2 720


2000 Total
12 268
12 118

2001 Q1
2 178


2001 Q2
2 953


2001 Q3
4 496


2001 Q4
2 773


2001 Total
12 400
12 720

Source: Caledonian Economics econometric regression model, Feb/ Mar 2001

Table 4.4 indicates that the UK’s international tourism receipts in 2000 are likely to be within the range £12.1 - £12.3 billion, based on the anticipated growth of OECD real GDP and the current (March 2001) trade-weighted exchange rate of Sterling.  In 2001, the model forecasts modest real growth of approximately 3% over 2000 levels, to £12.4 - £12.7 billion.

However, it should be noted that these forecasts are based on macro-economic variables.  At the time of writing (March 2001), the UK is suffering a foot-and-mouth epidemic which has been given wide international coverage, and will certainly have a seriously detrimental effect on the UK’s international tourism receipts.  The extent of this effect could be estimated by the difference between the forecasts given in Table 4.4 for 2001, and actual tourism receipts in 2001 – although clearly such an estimate could only be made after the event, once data is available for UK ITR in 2001.

A graphical representation of the quarterly forecasts is given in Figure 4.3.

Figure 4.3:

Quarterly Forecasts of the UK’s International Tourism Receipts in 2000 and 2001
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Source: Caledonian Economics econometric regression model, Feb/ Mar 2001

Key: TR = Tourism Receipts

Figure 4.4 shows the quarterly trends in the UK’s ITR since 1975.

Figure 4.4:

Quarterly Trends in the UK’s International Tourism Receipts since 1975
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 Source: Caledonian Economics econometric regression model, Feb/ Mar 2001

Figure 4.4 shows that, in nominal terms, ITR grew between the mid-1970s and mid-1990s.  However, since 1995, the UK’s nominal tourism receipts have been flat, and will continue flat into the forecast period.  After adjusting for inflation, detailed inspection shows that the real value of receipts peaked in 1995, and fell thereafter until 1998.  A very small increase in real terms is projected in 2001.  This projection does not take into account the impact of the foot-and-mouth crisis on UK inbound tourism.

However, even without the foot-and-mouth epidemic, the overall picture is one of decline in the real value of the UK’s inbound tourism receipts since the mid-1990s. The flat forecasts for 2000 and 2001 are particularly disappointing, given that the OECD economy is widely projected to grow at between 2.5% and 3% annually, and that the exchange rate is assumed, for the purposes of the forecasts, to remain unchanged at its 1999Q4 level.  The principal reason is that the strength of Sterling, particularly against the Euro currencies, will continue to have an adverse effect on inbound tourism, reinforced by the high rates of VAT applying to the UK tourism industry in comparison with its continental competitors alluded to in Section 1.  The implication is that the UK will continue to lose market share in international tourism.  

4.9
Conclusions

Econometric analysis is potentially a very powerful tool for estimating the likely impact of changes in GDP and exchange rates on the UK's international tourism receipts.  The explanatory power of the regressions, conducted as part of this research, appears high and tests of the estimated model indicate that it is statistically very well specified.

The long-run equilibrium model indicates that UK inbound tourism is sensitive to changes in the exchange rate of the pound, with a 10% fall in the pound generating a 12.8% increase in the real value of UK tourism receipts. The model also indicates that a 10% rise in OECD real GDP generates, after full adjustment, a 5.47% increase in total UK tourism receipts in real terms.

These findings confirm that tourism is a price-elastic commodity.  Running separate regressions for four of the UK’s largest overseas markets – the USA, Germany, France and Ireland – also indicates that demand is likely to be affected by exchange rate fluctuations, with American visitors being most sensitive to exchange rate changes.  Expenditure by US visitors to the UK would be expected to fall by 13.9%, in response to a 10% increase in the pound/dollar exchange rate.  Overall, short-haul markets (Germany, France and Ireland) are more income-elastic than long-haul markets (the USA), but the long-haul market (the USA) is more exchange rate-elastic than the short-haul markets.

The analysis of different components of inbound tourism, to identify their sensitivity to price and income changes indicated that the UK’s receipts from Business and VFR visitors does not appear to be sensitive to changes in the exchange rate or the ratio of tourism prices to the general UK CPI.  Their demand is driven by real income, as proxied by real OECD GDP.   However, holiday visitors are sensitive to exchange rate changes.

Overall, our conclusion is that exchange rates may well have a more powerful effect on international tourism receipts than fluctuations in real incomes, because exchange rates fluctuate more widely, and more rapidly, than the real rate of economic growth.

Looking to the future, the regression analysis suggests that the UK’s inbound tourism receipts are unlikely to grow significantly in either 2000 or 2001, despite real growth in the OECD.  The reason is that the positive impact of this growth on the incomes of international tourists is likely to be offset by the continuing strength of the pound, implying that competing destinations may continue to be regarded as offering superior value by many potential visitors.

It should also be noted that our 2001 projection does not take into account the impact of the foot-and-mouth crisis on UK inbound tourism, which is certain to exert a further dampening influence on demand.

6
Conclusions

The econometric models developed in this research have wider applications beyond the measurement of exchange rate impacts on tourism demand.  Possible applications could include:

· forecasting likely future trends in tourism demand, to assist travel and tourism operators in the UK to develop their investment and operating plans;

· supporting tourism marketing strategies;

For example, if the statistical analysis of tourism demand from a particular country or region indicated that it was highly price sensitive, this might indicate that a strategy, based upon targeted discounts, could yield significant benefits – e.g. in the USA.  By contrast, regression analysis might indicate that another target market (such as Ireland or France) was not as price sensitive, and inbound tourism from that region was principally driven by changes in real incomes.  In this case, a discounting strategy might be sub-optimal, and a more effective approach might be an advertising campaign timed to hit the region when its economy was coming out of recession;

· assessing the performance of tourism marketing;

A possible approach might involve predicting the total value of international tourism receipts of a particular country or region based on macro-economic variables, such as the exchange rate and real income growth in source markets.  If actual receipts ran ahead of predicted receipts, this might indicate that some other factor was at work, such as an effective marketing strategy – for example, as identified and measured for the 1988 Australian Bicentennial Celebrations.  While this method needs to be interpreted with care on an aggregate level, it could be useful in estimating the effects of advertising campaigns targeted at particular markets;

· estimating the likely yield on specific tourism marketing campaigns;
A quantitative estimate of the increase in inbound tourism from markets targeted by specific campaigns could be used as an indicator of their value.  The use of econometrics could complement qualitative approaches to marketing to ensure that any marketing expenditure was targeted as effectively as possible.  It could support business plans for joint marketing campaigns, e.g. with carriers, as in the successful campaign sponsored by Aer Lingus and Bord Failte in the USA during the 1990s.  Hard statistical analysis of the likely increase in inbound passenger numbers could help to demonstrate that, on reasonable assumptions, campaign partners would earn a significant positive return on any initial investment in a joint marketing campaign, e.g. through higher load factors on underutilised routes.

Glossary of Terms

The following acronyms and abbreviations are used in this report (in alphabetical order):

ABTA:
The Association of British Travel Agents 

BA:

British Airways

BAA:

British Airports Authority 

BATA:
The British Airport Transport Association 

BITOA:
The British Inbound Tourism Operators’ Association

BTA:

British Tourist Authority

CAA:

UK Civil Aviation Authority 

CPI:

Consumer Price Index

CTT:

Council for Travel and Tourism 
DETR:
Department of the Environment, Transport and the Regions 

EU:

European Union

GDP:

Gross Domestic Product

IATA:

The International Air Transport Association

IMF:

International Monetary Fund

ITR:

International Tourism Receipts
OECD:
Organisation of Economic Co-operation and Development

OLS:

Ordinary Least Squares

TPI:

Tourism Price Index 

TR:

Tourism Receipts

VAT: 

Value Added Tax

VFR:

Visits by Friends and Relatives
WTO:

World Tourist Organisation
Appendix 1: VAT and the Tourism Balance of Payments

The Tourism Balance of Payments is defined as the difference between the amount that the UK earns from international tourism and the amount that UK residents spend on visits abroad.  The extent of the deterioration over the 1979-1995 period is shown in Figure A1.1.

Figure A1.1
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Source : Adapted from data provided in BTA, Digest of Tourist Statistics, No 23, Jan 2000.  Table 8.

Part of the deterioration shown in Figure A1.1 could be explained by the development of new destinations, although this does not explain why the decline in the UK’s international market share and tourism trade balance has been greater than other European destinations.  For example, in the case of Ireland, the tourism balance improved over the same period, generating an increasing surplus.  A major factor behind this improvement is that Irish residents are showing an increased propensity to take holidays at home – particularly second holidays and long weekends – whereas UK residents are showing an increasing propensity to take shorter breaks abroad
.

The 1998 report on The Economic Effects of Changing VAT Rates on Tourism concluded that the high rates of tax applying to tourism services in the UK was one of the factors explaining the deterioration in the UK’s international tourism performance.  It found that, across Europe, higher rates of VAT are associated with a slower rate of growth in international tourism receipts, as illustrated in Figure A1.2.

Figure A1.2

The Negative Relationship between VAT on Visitor Accommodation and the Growth in International Tourism Receipts, 1990-1994
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The graph indicates that each 1% addition to the VAT rate applicable to accommodation was correlated with a 5%

reduction in the rate of growth of international tourism receipts in the 15 EU member states and Norway during 1990-94.


The Figure shows that, in the first half of the 1990s, there was a significant negative relationship between the rate of growth of tourism revenues and the rate of VAT levied on visitor accommodation in the fifteen EU Member States and Norway.  The European states levying higher rates of VAT on visitor accommodation experienced significantly slower growth in their international tourism receipts than those that levied lower rates.  Overall, each 1% increment in the rate of VAT levied on visitor accommodation was associated with a 5% reduction in the rate of growth of international tourism receipts over the 1990-94 period.

Statistically, the correlation coefficient of 0.65 between VAT rates and the growth rate of tourism receipts suggests that there is a 99% probability that the two factors are related and only a 1% probability that it is due to chance.

Appendix 2: Organisations Surveyed

Manchester and Birmingham International Airports.  The main role of both airports in the travel and tourism industry is to provide runway, taxiway, apron and terminal building facilities for airlines and passengers. Manchester Airport also noted that they deal with freight forwarders and other cargo operators who are significant customers.  In terms of their approach to business planning, Birmingham Airport uses annual, 10-year and 15-year plans, while Manchester Airport's planning process involves consultation meetings with principal users of their facilities to identify new investment requirements.

Representative organisations: BATA, IATA, ABTA.  The British Airport Transport Association (BATA) represents most of the airlines operating in the UK.  Their primary role is to act as a voice for the airline industry in submissions to government. While they are not involved in detailed commercial planning, they do deal with areas where there is common cause among their members, such as capacity in the industry, taxation, regulation, and safety.  IATA also represents UK airlines and the major role of the division interviewed by the consultants is to provide and market conferences and exhibitions for airlines and their suppliers.   The Association of British Travel Agents (ABTA) represents UK travel agents and tour operators, and has approximately 3,000 members. 

Airline: British Airways.  British Airways is the leading UK airline, whose primary role is to fly passengers in and out of the UK.  BA estimate that 45% of their customers are British travellers, and 55% are overseas travellers.  Their main markets, in terms of passenger numbers, are other European countries, a smaller UK domestic network, and a larger network in the US and Canada.  BA’s main vehicle for business planning is a rolling business plan which projects forward their available resources and indicates the development of revenues and costs. They also have detailed targets and measures for individual parts of the business.

British Airports Authority.  The British Airports Authority (BAA) is an airport operator that services both inbound and outbound tourism as well as business traffic. Its immediate customers are the airlines, while the ultimate customers are the airline passengers and freight.  Their airports serve both the EU and the domestic market; Heathrow and Gatwick are international hubs with significant components of North Atlantic travel. The only weak link they currently perceive within their network is in direct flights into the Latin American market.  BAA has recently switched from an annual cycle to a two-rolling business plan reviewed every quarter. BAA's research department feeds in the traffic throughput assumptions on which business planning is conducted.       

CAA, DETR and Oxford Economics referred us to their publications in relation to the survey questions.

Appendix 3: Survey Questionnaire

Your organisation

1. Could you briefly introduce your organisation and its role in the travel and tourism industry?

2. Who are your customers and what major market segments do you serve?

3. In general terms, what is your approach to business planning to ensure that resources within the organisation are efficiently deployed to meet the needs of your customers? 

Service demand

4. What are the main services that you offer your customers?

5. What in your view are the main drivers of demand for these services, e.g. price, quality, fashion, etc?  How have these drivers changed during the 1990s?

6. Do these drivers differ much depending on the category of customer – e.g. do you think that the response to price changes is different between business travellers, families, young single people etc?

7. Does demand fluctuate much year-by-year or seasonally, or is growth fairly stable and predictable year on year?

8. Has demand for your services changed by region within the UK over the past few years?  In particular, in your experience are people more or less willing to travel outside London?

9. How do you measure and monitor demand for your services

· In total, and

· By customer group or market segment?

10. How do you forecast likely future service demand for budgeting and business planning purposes?  Typically how far ahead do you plan your activities?

The price sensitivity of service demand

11. Do you have any estimates of the price sensitivity of demand for the services you offer:
· In total, and
· By customer group or market segment?
12. How were these estimates arrived at?  E.g. by statistical analysis, customer interviews, case studies of particular routes and services, etc?
13. Have you seen any impact on your business over the last 18 months with the introduction of fixed exchange rates across Europe in preparation for the introduction of the Euro? 
Exchange Rate Effects

14. Do you measure and monitor the impact of exchange rate fluctuations as a separate factor affecting service demand?
15. If so, how do you measure exchange rate effects?  E.g. do you have a forecasting model with the exchange rate as a separate variable, and if so, could you describe how it was specified and developed, and how accurate it has been as a predictor of past demand?
16. If not, do you have any other evidence of how exchange rate fluctuations have affected service demand in the past?  E.g. in terms of changes in bookings, customer comments, and other indicators?
17. Do you have any other comments / observations on the impact of exchange rate fluctuations on demand for your services?
Appendix 4: Consultant’s Research Publications

Reports

The Economic Impact of Changing VAT Rates on UK Tourism, British Tourist Authority, 1995 and 1997

The Economic Impact of Air Passenger Duty, Council for Travel and Tourism, 1998
Research Papers and Articles

1. “Tourism policies in the European Community Member States”, International Journal of Hospitality Management, Vol. 12, No 1, February 1993. An analysis of success factors in European tourism policy, based on a major study undertaken for the UK Department of Employment, which was at that time the sponsoring ministry for tourism in the UK.

2. “Success Factors in European Tourism Policy”, Insights, September 1993. An analysis of success factors in European tourism policy, developing some of the points made in the International Journal of Hospitality Management paper.

3. “Successful tourism policies in the European Union”, Journal of Vacation Marketing, Vol. 1, No 1, November 1994. An analysis of success factors in European tourism policy, based on a major study undertaken for the UK Department of Employment.
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5. “Barometer indicates gloomy weather ahead”, BITOA Business Barometer, Q3 1997.  This article used the econometric regressions estimated in “The Economic Impact of Changing VAT Rates on UK Tourism” (BTA, 1997) to forecast difficult times for UK tourism in 1998 and 1999.
6. “Are high taxes damaging British tourism?” Journal of Vacation Marketing, Vol. 5, No 1, January 1999.  An assessment of the impact of comparatively high rates of taxation on tourism accommodation and air travel in the UK compared to major competing destinations, based on research commissioned by the BTA and CTT. 
 Appendix 5: Other Relevant Research

Anastasopoulos, Petros, “Demand for Travel”, Annals of Tourism Research, Vol. 18, pp 633-637, 1991.

Arthur D. Little/Cambridge Consultants, Study to Identify Future Commercial Trends Affecting the Aviation Industry, June 2000
Biagoli, Antonello, Giovanni Giuseppi Ortolani and Andrea Alivernini, “The role of price factors for tourists in the Euro Zone.  Hints about the future of Italy’s international tourism receipts”.  Paper presented to the 5th International Forum on Tourism Statistics, Glasgow, June 22nd 2000

British Tourist Authority, Digest of Tourist Statistics, various, particularly Issue No 23, January 2000 

Centre for Economics & Business Research, Impact on Employment in the UK from the Loss of Intra-EU Duty and Tax-Free Retailing, Report for the Duty-Free Confederation, 1998 

Crouch, G.I., The Effect of Income and Price on International Tourism Demand.  Management Paper No 38, Graduate School of Management, Monash University, 1991.  Also published in Annals of Tourism Research, Vol. 19, No 3, pp 643-644, 1992

Crouch, G.I., “A Meta-Analytic Study of International Tourism Demand”, Annals of Tourism Research, Vol. 22, No 1, pp 103-118, 1995

Department for Culture Media and Sport, Economics Branch, Economics of Tourism: Visitors and Expenditure, April 1998

Department of the Environment, Transport & the Regions, Air Traffic Forecasts for the United Kingdom, 1997 
Divisekera, S., “International travel demand for Australian travel and tourism”, in Bureau of Tourism Research – Building a Research Base in Tourism, Proceedings of the National Conference on Tourism Research, Bureau of Tourism Research, Canberra, 1993

Durbarry, Ramesh, “Tourism Expenditure in the UK: An Analysis of Competitiveness using a Gravity-Based Model”, University of Nottingham, 2000/01

Dwyer, Larry, Peter Forsyth & Prasada Rao, “The price competitiveness of travel and tourism: a comparison of 19 destinations”, Tourism Management, Vol. 21, pp 9-22, 2000

Economist Intelligence Unit, Price Competitiveness of Holiday Destinations, 1993

International Monetary Fund, International Financial Statistics, Washington DC, 2000

Jordan, William A., “The relative impact of income and price on scheduled passenger traffic in the US and Canada”, paper presented to the 4th Civil Aviation Forum, Riga, Latvia, November 1996

Morley, Clive L., “A Dynamic International Demand Model,” Annals of Tourism Research, Vol. 25, No 1, pp 70-84, 1998

Oxford Economic Forecasting, The Contribution of the Aviation Industry to UK Economy, November 1999

Papatheodorou, Andreas, “The demand for international tourism in the Mediterranean region”, Applied Economics, Vol. 31, pp 619-630, 1999

Appendix 6: Synthesis of Previous Research  

UK Research

1994/95 Sector Surveys

In 1994/95, Touche Ross & Co conducted a survey of tourism industry operators as part of their research into the possible impact on changes in the rate of VAT on British inbound tourism conducted on behalf of the BTA.  The survey indicated that tourism operators believed that the markets in which they compete are price sensitive, and that high UK VAT rates placed them at a disadvantage compared to their European competitors.  Almost two thirds of those interviewed thought that customer numbers would rise by more than 10 per cent if prices were cut by 10 per cent.

The results of the industry survey were reinforced by a survey of 1,500 UK holidaymakers, and a smaller survey of Dutch and American residents undertaken through BTA’s overseas offices.  The consumer surveys indicated that price is a crucial factor for most tourists when choosing a holiday destination, and that most of those responding regarded the UK as either “very expensive” or “quite expensive” as a holiday destination.  When asked how they would react to a 10% reduction in the price of UK holidays, the responses were as follows:

· a third of UK residents interviewed stated that such a price reduction would make them “much more likely” to take a UK holiday, and a further 36% stated that it would make them “slightly more likely” to take a UK holiday;

· among overseas respondents, 70% stated that they would be more likely to take a UK holiday if prices fell by 10%.

1998 Macro-Economic Research

Research conducted by the BTA’s VAT Working Group in 1998
 included a detailed statistical analysis of the sensitivity of tourists to price changes.  The basic macro equation regressed as part of the research was as follows:

The UK’s International Tourism Receipts in any year = [+0.63 x (the log of OECD real GDP in the same year)] - [1.4 x (the log of Sterling’s trade-weighted exchange rate in the preceding year)]

 
The correlation coefficient on the equation (R2) is 0.85 for the 20-year period between 1975 and 1995, indicating a high degree of statistical significance.  

The macro-equation indicated that the elasticity of real international tourism receipts earned by the UK with respect to the trade-weighted nominal exchange rate of Sterling is -1.4.  In other words, if the Sterling’s trade-weighted exchange rate fell by 10%, then, other things being equal, the UK’s real international tourism receipts would be expected to rise by 14%, implying a strong price elasticity of tourism receipts.  The 1997/98 regression also suggested that the exchange rate effect is not felt immediately.  It indicated that the full effects of any change, feed through after a lag of between 6 and 18 months. 

In addition, the 1997/98 regression analysis estimated the exchange rate sensitivity of UK inbound tourism from France, the USA and Spain as separate markets.  It also estimated the exchange rate sensitivity of UK residents on outbound travel.  The GDP and exchange rate parameters estimated for inbound tourism from each market are shown in Figure A6.1 below, which indicates that, in absolute terms, the positive GDP coefficient was greater than the negative exchange rate coefficient in each market.  In other words, any given percentage change in real incomes is likely to have a greater effect on tourism expenditure than an equivalent percentage change in exchange rates.  

However, over any short period, exchange rate changes are likely to be much greater than GDP changes.  Whereas GDP growth of more than 5% p.a. is exceptional (and generally not sustainable), exchange rate fluctuations of +/- 20% over the course of any year are not unusual.  This means that exchange rate fluctuations are likely to exert a stronger influence on tourism demand in any year than GDP growth in visitors’ countries of origin.  

Figure A6.1:
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The Milan-Manchester Air Route

While the research undertaken by the BTA analysed the main macro-economic factors driving tourism demand, separate research carried out for the Council for Travel and Tourism (CTT) in 1998 examined the factors driving demand for air travel on the Milan-Manchester route.  The route was selected as a case study because comprehensive traffic data and reasonable air fare data was available for it.  In addition, the demand pattern on the route had not been significantly affected by the arrival of new carriers, to compete against the incumbent, British Airways, as would be the case on many routes to and from the major London and Scottish airports.  Demand at Manchester and Milan had not been suppressed by capacity or slot constraints (unlike at many London airports), there were few alternatives for travel between the two centres, and there were no other major special factors affecting the route which may have distorted demand.

For all these reasons, Manchester-Milan was regarded as an excellent case study to assess the micro-economic factors influencing the demand for air travel.  The analysis indicated that the following factors had a significant impact on the number of passengers travelling by air between Manchester and Milan in the 84 months between January 1990 and December 1996:

· the air fare: for every 1% increase in the nominal air fare, the number of passengers on the route fell by 0.7%, and vice versa;

· changes in British and Italian GDP: very roughly, every 1% change in nominal GDP over the period generated a 4% change in travel demand, suggesting a high degree of sensitivity to changes in incomes and business activity among travellers on the route.  A further possible reason for this sensitivity could be a general upward trend in the underlying propensity to travel at any given income level during the period under consideration;

· the season of the year, with clear seasonal peaks in the summer months and troughs during the winter;

· the Gulf War, which had a clear dampening effect on air travel demand between November 1990 and March 1991;  and

· Air Passenger Duty.  The equation for route demand indicates that APD caused a reduction of approximately 0.055% in each month in the year following the introduction of APD compared with its value otherwise (or by approximately 0.7% over the year as a whole).  

The multiple correlation coefficient on the equation is 0.96; in other words, the combination of these factors accounted for 96% of all variations in air travel demand between Milan and Manchester during the period under consideration.  This provides the basis for a powerful forecasting equation and could, in principle, be developed to estimate the response of passengers to any fare changes, for example to optimise route revenues and capacity utilisation.

Earlier UK research


Earlier UK research on the sensitivity of travellers to changes in the price of travel indicated that:

· leisure travellers are more price sensitive than business travellers;  and

· long-haul leisure visitors are more price sensitive than short-haul travellers.

For example, the Economist Intelligence Unit estimated in 1993
 that European short-haul tourism displayed a price sensitivity of between -1.0 and -1.5, while tourism from the USA to Europe had a higher elasticity of -2.5.  The EIU study also found a high degree of price sensitivity in outbound tourism from Europe to the USA, estimating that, if the price of holidays in the USA fell by 10%, there would be a 27% increase in numbers visiting from the UK, 26% from Italy, 24% from France and 23% from Germany.

The higher elasticity found by the EIU for long-haul travellers was consistent with the findings of BTA’s 1998 country-by-country regressions, which indicated that American visitors to the UK were more sensitive to exchange rate fluctuations than either French or Spanish visitors.  It also tended to confirm the EIU’s earlier 1985 research, which covered the period between 1967 and 1982, and indicated that price sensitivity had a range of between -0.4 and -2.5 depending on the source and destination markets.  A high price elasticity was also estimated by O'Hagan and Harrison in their 1985 research, which estimated the overall price sensitivity of demand for tourism at -2.12. 

The British Inbound Tour Operators’ Association (BITOA)

The British Inbound Tourism Operators’ Association (BITOA) is the official association representing incoming tour operators, with a membership of approximately 300 companies.  It undertakes quarterly postal surveys of its membership to secure information on their turnover, yields, visitor numbers, staff levels and forward bookings, and also to canvass their views on likely future trends in turnover and visitor numbers.  It uses the survey results to review actual and forecast activity in the tourist sector excluding VFR.  These reviews are published in the BITOA Business Barometer.

Since its inception, the BITOA Business Barometer has proved a remarkably accurate gauge of likely trends in the British tourist industry.  The Barometer’s average Forward Booking Index for the 26 quarters between 1994(Q1) and 2000(Q2) is shown in Figure A6.2.  The Index has been computed by taking an average of the change in forward bookings reported each quarter in BITOA’s surveys of four separate groups: tour operators, hotels, visitor attractions and coaches.

Figure A6.2:

Quarterly Change in Forward Bookings as reported in the BITOA Business Barometer
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The Forward Bookings Index over the period divides into three distinct periods, of growth, recession and recovery.  The early quarters in 1994 and 1995 were excellent years for inbound tourism, but the Barometer then gave an early signal that growth would flatten off in 1996, and was the first indicator of a downturn in late 1996 when most commentators still had a very rosy view of the sector’s prospects.  An industry recession then followed, with forward bookings falling quarter-on-quarter through to 1999, when a weak recovery began.

So how were these movements linked to the pound exchange rate over the period?  The trade-weighted exchange rate of Sterling from 1992 to 2000 is shown in Figure A6.3 below.  Taking account of the finding of our econometric research, that inbound tourism does not respond to changes in the sterling exchange rate instantaneously, but only after a lag, Figure A6.3 extends the series back seven quarters further than the BITOA Business Barometer.  

The Figure shows that Sterling fell sharply following its exit from the European Exchange Rate Mechanism (ERM) in the third quarter of 1992.  It was this sharp fall, of more than 15% in the six months following Sterling’s exit, that we suspect kick-started the growth of inbound tourism witnessed in 1994 and 1995.  Sterling continued to bump along the bottom through to early 1997, and its competitive valuation particularly against the other ERM currencies, helped to sustain the increase in forward bookings monitored by BITOA.

Figure A6.3:
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However, as Figure A6.3 shows, Sterling then began to appreciate strongly in 1997 and 1998.  Its trade-weighted exchange rate rose by more than a quarter from 87 in the first quarter of 1997 to 110 by the second quarter of 1998.  This strong appreciation was, as we have seen, associated with a sharp slowdown in the forward bookings taken by inbound tourist operators, hotels and visitor attractions.

Figure A6.4 shows the statistical relationship between changes in BITOA’s average forward bookings index in any quarter, and in the trade-weighted exchange rate of Sterling over the previous four quarters during the 1994-2000 period.  As would be expected, with such a crudely specified relationship, the correlation between the two is nowhere near as high as in the more tightly specified regression models analysed in the econometric elements of this research.  But nevertheless, it is clear from a visual inspection of Figure A6.4 that there is a statistically significant negative relationship between changes in forward bookings in any quarter and changes in the value of the pound over the preceding four quarters.  The parameter on the Bookings coefficient is 0.896, indicating that each 1% appreciation in Sterling over the preceding year was associated with a 0.9% decrease in forward bookings in any quarter, and vice-versa.

As stated above, this is a very crudely specified relationship, but is not inconsistent with the results of the econometric analysis which concluded that, on a macro scale, each 1% appreciation in Sterling is associated with a 1.28% decline in the UK’s receipts from international tourism, once the full effects of an exchange rate change have fed through.

Figure A6.4:

Relationship between Changes in Forward Bookings and The Trade-Weighted Exchange Rate of Sterling, 1994-2000
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British Airways

To assess the effects of Air Passenger Duty (APD) on specific routes, BA examined the historic pattern of growth in passenger numbers on a sample of scheduled flights originating in the UK in 1997.  In selecting the sample, BA  chose routes that were not significantly affected by any abnormal events.  Their research covered a period of 60 months between 1992 and 1996 that straddled the period during which APD was introduced.

The five routes examined by BA, and the evidence emerging from each, were as follows:

· the route linking London and the Highlands and Islands of Scotland via Glasgow; a domestic UK route serving a mix of business and leisure traffic. Following a period of steady growth, passenger numbers levelled out on this route approximately 3 - 6 months following the introduction of APD in October 1994.  As a consequence of falling demand, the route became uneconomic for BA to operate, and they withdrew from it in October 1996.

· the Manchester-London route, a heavily utilised route serving mainly business and transit passengers, of the type who are not normally regarded as price sensitive, according to statistical regressions run by the CAA.  However, the growth in demand for this route slowed down immediately following the introduction of APD in November 1994.  A possible reason for this response was the ready availability of substitutes in the form of rail and road links;

· the London-Athens route, an international link used by a mix of business and leisure travellers which was affected by successive increases in taxes levied by both the Greek and British Governments between November 1992 and July 1995.  The evidence suggests that, as successive tax increases fed through, their cumulative impact became more significant and, when APD was introduced in October 1994, the ‘double whammy’ of taxes imposed on both the Greek and British legs of a return journey had a severe effect, and the rapid growth in passenger numbers on this route ceased for two years after the introduction of APD, only starting to recover in 1997/98;

· the London-Thessalonika route.  Unlike London-Athens, this route is primarily used by tourists rather than business travellers.  However, like London-Athens, it suffered from the ‘double whammy’ effect of passenger taxes imposed at both ends of the journey.  When APD was introduced at £5 per flight in 1994, the combined passenger duty, including a £12 Greek airport, tax rose to £17.  Passenger numbers on the route then fell back, and had not recovered by 1997 when APD was increased by a further £10 per flight. The comparative experience of the London-Athens and London-Thessalonika routes suggests that, while tourist passenger numbers are more sensitive to higher prices than business travellers, the business sector also shows some response;

· this is confirmed by BA’s research on the London-Geneva route, which is primarily a business route, on which traffic also slowed significantly following the introduction of APD.

The overall conclusions emerging from BA’s research indicate that, while a number of factors drive demand for air travel, the impact of prices and taxes considered separately is significant.  This effect applies to business routes, such as the Manchester-London route, as well as those routes for which core demand is from leisure travellers, such as London-Thessalonika, although the impact on tourist routes was greater than on business routes.

The Civil Aviation Authority

The UK Civil Aviation Authority (CAA) divides air passengers into eleven distinct markets, differentiating between long- and short-haul, leisure and business.  It then seeks to identify the major economic factors that drive the growth of each sector.  The major factors are fares, exchange rates, consumer expenditure (for leisure passengers) and GDP (for business passengers).  The first two factors are, broadly speaking, price factors; while the latter two are proxies for changes in incomes.  The equations regressed by the CAA indicate the price and income elasticity of demand for air travel from the different groups.  For example, if UK consumer expenditure rises by 1% in real terms, then the CAA’s model forecasts that the number of passengers travelling from the UK to Western Europe will rise by approximately 1.6%, suggesting that air travel is relatively sensitive to changes in real incomes.

The CAA’s modelling equations estimates suggest that:

· the growth of domestic business passengers is a function simply of the growth of GDP, with expected passenger growth just over twice the rate of growth of UK Gross Domestic Product;

· the growth of domestic leisure traffic is more sensitive to changes in price.  It shows a strong positive relationship with consumer expenditure, but it also shows a negative relationship of -0.6 with changes in airfares.  In other words, if consumers’ expenditure were constant, then the number of domestic leisure air passengers would fall by approximately 6% for every 10% increase in airfares.  When interviewed, the CAA were unable to advise whether the arrival of new operators (particularly low cost, ‘no frills’ airlines) have altered this relationship;

· similar results emerged from the other regressions run by the CAA for international passengers.  The parameters vary depending on the length of the flight being considered, but indicate that leisure trips will fall by between 5% and 10% if tourist costs increase by 10%. 


Other estimates of UK aviation demand

Oxford Economic Forecasting analysed The Contribution of the Aviation Industry to UK Economy in November 1999.  This study finds that, during the 1990s, “aviation has grown four times as rapidly as the economy as a whole”.  The report goes on to forecast that “by 2015, (aviation) is projected to rise to 2.1% of GDP from 1.4% in 1998”, reflecting the strong positive income elasticity of the sector.

These estimates appear broadly consistent with those of the DETR.  DETR statistics indicate that UK airports handled 160 million passengers in 1998.  The Department forecasts that this number will almost double to 310 million by 2015 in response to underlying GDP growth, more affordable prices as a consequence of increased competition, and the desire of more people to travel on holiday for both leisure and business purposes.

University of Nottingham research

An interesting recent study of tourism expenditure in the UK, carried out by Ramesh Durbarry of the University of Nottingham,
 sought to analyse the UK’s inbound tourism demand using a gravity model approach.  The paper concludes “that tourism expenditure in the UK is sensitive to price and exchange rate changes, as the effective price elasticity of demand is found to be approximately unitary”.  

Whereas single equation regressions of the type used in this report measure the absolute impact of changes in independent variables such as price and income on a dependent variable such as tourism demand, gravity models seek to measure demand flows.  Durbarry describes gravity models as treating “flows (of inbound tourism expenditure, for example) as being proportional to the product of the origin trip generating capacity and the destination trip capacity”.

However, while the gravity-based modelling approach is a promising and potentially very useful, technique for obtaining tourism expenditure elasticity estimates, the reliability of results from this approach depend upon the availability of appropriate data.  In particular, to regress the model specified by Durbarry, it would be necessary to have series measuring the price indices of tourism expenditure from each of the destination countries, and, possibly, other potential substitute tourism destinations too.  As such indices are not currently available, Durbarry used national consumer price indices (CPIs) instead, which places doubt on whether the results secured can legitimately be interpreted as tourism demand elasticity estimates.  The same problem would arise, for example, if one was estimating the price elasticity of demand for cars, but the price of cars was unknown and was proxied by the CPI.  The question that arises in both cases is what is the nature of the elasticity being measured.

Two further econometric limitations arise in the implementation of the model by Durbarry:

· first, in simple panel data models such as this one, the same elasticity is imposed in estimation on each country.  Three dummy variables inserted at the start of the Durbarry specification merely shift the equation intercept at different times or in different countries.  The uniqueness of elasticities is shown by the fact that the coefficients on each of the independent variables in the equation is a single number, which appears implausible.  But even if one thought it plausible, that assumption should be tested rather than merely imposed.  The problem is that, in practice, such testing cannot be done on the short sample spans covered in the Durbarry study.  So the weakness remains that imposing common elasticities on each variable is unlikely, and certainly untested. And it is a well known fact that if a false restriction is imposed, all remaining parameter estimates will be biased and inconsistent;

· secondly, as Durbarry is aware, the data used in this study is almost certainly non-stationary – i.e. tourism flows and the factors driving them are not constant or growing at a constant rate through time.  If this is so, the hypothesis-testing test statistic distributions used by Durbarry are invalid
. 

So, despite the undoubted attractiveness of gravity models in principle, their implementation to model the sensitivity of inbound tourism demand suffers from several important limitations.   For this reason, in the econometric analysis undertaken in this research, a single equation approach was preferred as being probably the most reliable technique currently available, given existing data limitations.

One important implication of this is that the analysis of the factors driving inbound tourism demand would be assisted if national tourism price indices were available for all countries. This would overcome one of the difficulties discussed above, and would be of invaluable use in single equation modelling as well.

International Research

Evidence from North America

Two presentations made at the Airport Council International’s (ACI) 4th Civil Aviation Forum on The Impact of the Increasing Tax Burden on Civil Aviation held in Riga, Latvia, in November 1996, provided evidence of the price sensitivity of air travel in North America. 

Firstly, Gordon Hamilton, President of Sypher / Mueller International, Canada, stated that “a 1% increase in ticket price will decrease demand by between 0.8% and 1.4%....A loss of 100,000 passengers (as a result of higher prices caused by increased taxes) means a loss of 90 jobs and a direct loss to the economy of $11 - $15 million”.
.  

This was supported by an analysis undertaken by Professor William A. Jordan, which suggested a price elasticity of demand in Canada of -1.028; i.e. more than a 1% fall in air travel for every 1% increase in air fares.  Conversely, the price elasticity he established for American airlines was -0.6; still significant, but less sensitive than in the case of Canada.
  A key explanation for the greater price sensitivity for Canadian air traffic was that Canadian travellers near the border could switch to relatively cheaper American carriers quite easily by driving over to an American airport.

Evidence from Australia

In a paper entitled “A Dynamic International Demand Model” published in the Annals of Tourism Research in 1998, Clive Morley of the Royal Melbourne Institute of Technology examined the macroeconomic factors driving inbound tourism to Australia during the 21 years between 1972 and 1992 inclusive.  In his research, Morley regressed demand for Australian tourism, defined as the number of visitors to Australia from specified countries of origin, against:

· the log of real GDP per capita of the country of origin;

· the economy class airfare from that country to Australia in real terms;  and

· the real exchange rate of the Australian dollar against the origin country’s currency.

He also added two dummy variables to the specification, one measuring the positive impact of Australia’s Bicentennial in 1988, and another measuring the negative impact of a 1989 Australian pilots' strike.

He regressed separate equations for the number of inbound holidaymakers and relative visitors (VFRs) from seven of Australia’s most important tourism markets: the USA, the UK, Canada, Germany, Japan, Malaysia and New Zealand.  All, apart from New Zealand, may be regarded as ‘long-haul’ markets for Australia.  Morley found that “the income elasticity for holidaymakers and VFRs are approximately equal for each origin”, ranging from more than 3 for Japan, 1.3 for Germany and 0.6 for the UK, to almost nothing for the USA.  The overall finding is that income elasticity is greater in newer markets, experiencing rapid income growth, than in older, more established markets, such as the USA and UK.  Morley concludes that not only are income elasticities not constant across countries, they may also not be constant through time.  He writes that, “demand for a destination will increase with incomes at non-constant rates.  The rate of increase in demand will be small for low and high incomes and larger for incomes in some middle range, resulting in a sigmoid pattern of demand” (p.79).

He found a similar spread of elasticities for the fare and price parameters.  Price elasticity of tourism demand ranges from a maximum of –2.87 for Japan to a minimum of –0.08 for the UK.  In other words, a 10% increase in Australian prices to the Japanese visitor, for example as a result of the appreciation of the Australian dollar against the Yen, would have resulted in a (2.87 x 10%), or 28.7% decline in Japanese visitor numbers to Australia, while a 10% increase in the dollar/pound rate would have only resulted in a 0.8% decline in British visitors. 

However, Morley stated that, “the fare and price effects…..should be interpreted cautiously, recognising the possibility of data and measurement biases”.  There may also be a degree of colinearity between the two (i.e. they tend to move upwards and downwards together), and it is notable that a low price elasticity for the UK is partly compensated by a high fare elasticity, and vice-versa for the USA.  The two elasticities together are shown in Figure A6.5, which indicates a combined price / fare elasticity ranging from a low of approximately –0.6 for the USA and UK to highs of over 3 for Germany, Japan and Malaysia.  Again, it is interesting to note the greater price sensitivity of the newer markets for Australian tourism during the 1972-1992 period.

Figure A6.5

[image: image50.wmf]Task

Description

Summary of existing research

1

Literature

on the price sensitivity of travel

review

& 

tourism

Statistical assessment of

2

Econometric

exchange rate impacts on

model

international tourism receipts

Benchmarks of how other

3

Survey

organisations measure

exchange rate impacts

Reporting and

Conclusions and assessment of

4

presentation

practical applications

Output

Price and fare elasticities for Australian inbound tourism, 1972-1992
Source: Adapted from data given in Table 3 of Morley, Clive L., “A Dynamic International Demand Model,” Annals of Tourism Research, Vol. 25, No 1, pp 70-84, 1998

Morley’s findings are broadly consistent with those of an earlier researcher, S. Divisekera, whose results were published in a 1993 paper entitled “International travel demand for Australian travel and tourism”.  However, Divisekera’s price elasticity estimates fell within a narrower range than Morley’s, at -1.55 for Japan, -1.19 for the UK, -1.16 for the USA and -1.10 for New Zealand.

Morley also found a significant positive coefficient for the 1988 Bicentennial dummy variable, which lead him to conclude that 267,000 extra holidaymakers and 34,000 extra VFRs were attracted to Australia by the Bicentennial.  He writes that this is “a measure of the success of the special marketing efforts, fare packages, and in particular promotion in the American markets”.  Conversely, he found a statistically significant negative effect from the 1989 Australian pilots’ strike, which “could have cost about 50,000 visitors, mainly from New Zealand”.

One final conclusion from the Morley research is that there is a degree of consumer loyalty to particular destinations.  Morley found that “if the impact of past tourism is neglected, the effect of the relevant (price and income) variables considered will tend to be overestimated”.  In other words, there is an ‘echo effect’ in tourism demand, implying that, if tourists have visited particular destinations once, there is a greater chance that they will make a repeat visit subsequently, irrespective of what happens to their income or the relative price of the destination compared to others.  

Evidence from Italy

In a paper presented at a recent International Conference on Tourism Statistics,
 Biagoli, Ortolani and Alivernini of the Officio Italiano dei Cambi sought to assess the likely impact of the Euro on Italy’s international tourism receipts by constructing an econometric model of inbound tourism to the Republic.  They find that “there is a clear long-term relationship between international tourism receipts on one side, and price factors and income of origin countries on the other”.  Using quarterly data over the period 1977 to 1999 (92 observations), their best-fit multiple linear regression of the factors affecting Italian international tourism demand indicates that:

· a 1% increase in the aggregate income of origin countries causes an average increase of 1.7% in Italy’s tourism receipts;  while

· a 1% decrease in Italy’s prices, vis-à-vis the prices of origin countries causes an average increase of nearly 3% in tourism receipts. 

In other words, on their estimates, Italian tourism is both income and price sensitive, but the impact of price sensitivity is almost twice as great as the impact of income sensitivity.  Their price elasticity parameter of 3 is at the very top of the range estimated by other research.  On the basis of their analysis, the authors conclude that Italian tourism may be “particularly exposed to a loss of price competitiveness” as a result of fixing the Lira’s exchange rate against the Euro, although in the light of the euro’s current weakness, this conclusion appears premature.

Evidence from the Mediterranean

In a research paper published by Petros Anastasopoulos in the Annals of Tourism Research in 1991 entitled “Demand for Travel”, the author examined international travel to the Mediterranean over the period 1960-1988. The countries of tourist destination investigated were Portugal, Spain, Italy, Yugoslavia, Greece and Turkey.  The countries of tourist origin were the USA, Canada, Japan, Germany, France, Austria, Switzerland, and Italy.

Anastasopoulos regressed tourist arrivals from the country of origin to the country of destination against:

· real per capita income of the country of origin;

· the relative price of tourism in the countries of origin and countries of destination; and

· transportation costs between countries of origin and destination, based on the average return fares of the economy and excursion classes.

Anastasopoulos found that the weighted average of the income elasticities of the long distance traveller to the Mediterranean was 2.80, while that of the short distance traveller was 1.25. He concluded that, for Mediterranean destinations, the income elasticity of demand for travel tends to increase with the distance of travel.  The elasticities estimated by Anastasopoulos would imply that a 10% across-the-board increase in national incomes results in a 28% increase in tourist arrivals by long distance travellers and a 12.5% increase by short distance travellers.  He therefore concluded that “tourist destinations catering for long-distance travellers will flourish greatly during years of international economic prosperity, but suffer greatly in years of economic distress”.

He also found that transportation cost elasticities were significant for the long distance traveller (and elastic in the case of Japan), but insignificant for the short distance traveller.  The transportation cost elasticities estimated by Anastasopoulos were -0.54 for the USA, -0.72 for Canada, and -1.32 for Japan. The author concluded that the cost of airfares influence the long distance traveller to a greater extent than the short distance traveller.  This is consistent with the findings of other research, and may reflect the fact that, because long-haul airfares are more expensive than short-haul, they account for a larger proportion of the traveller’s disposable income.

Anastasopoulos’ final finding was that the elasticity of substitution between countries of origin and countries of destination were insignificant for long distance travellers in the most cases, but significant for short distance travellers. Therefore, he concluded, “advertising campaigns by the Mediterranean countries should be primarily targeted to long distance travellers. Price competition will only be effective among short distance travellers”.  This latter conclusion – that price competition is only effective among short-haul travellers – seems to be inconsistent with his own findings on transportation elasticities and other research, which suggests that long-haul travellers are sensitive to changes in both income and price.            

Further evidence of the factors driving demand for Mediterranean tourism is provided by research undertaken by Andreas Papatheodorou and published in the Journal of Applied Economics in 1999.  The paper analysed demand for international tourism in the region over the period 1957-1989, using an Almost Ideal Demand System (AIDS) model to examine explicitly the importance of interdependencies among competing holiday destinations.

Papatheodorou examined tourism expenditure by visitors from France, Germany and the UK into six Mediterranean destination countries: Greece, Italy, Portugal, Spain, Turkey and Yugoslavia.   He estimated the following average price elasticities for the six destinations:

· Italy had a price elasticity of  -1.28;

· Spain had a price elasticity of -1.40;

· The tourism price elasticities of Greece and Turkey were -1.15 and -1.19 respectively;

· the Yugoslav tourist product appeared to be relatively insensitive to price, with an average price elasticity of -0.43;  and

· the Portuguese product was highly price elastic, with an average price elasticity of -2.48. 

Appendix 7: Case Studies

The Main Drivers of Tourism Demand

Manchester and Birmingham International Airports

Birmingham Airport stated that the “growth in demand for flying results from economic and social development”. Manchester Airport felt that the main driver of demand for their services was “quality and the type of facilities that we introduce”. Both felt that price was only relevant when dealing with the regulation of airports (which one respondent commented was “the only time airport users actually question the cost of facilities that airports provide”).

Manchester Airport also noted that airlines are not very price sensitive at peak time because of the value of peak time operations to them.  However, they did note that off-peak operations are price sensitive which is why low-cost carriers at other UK airports are concerned about the actual cost of airport charges, as evidenced by the dispute in 2000 between Easyjet and Barclays Bank, owners of its Luton Airport hub.  The main reason for this is that low-cost operators tend to serve European markets where short-haul flights are predominant.  However, for long-haul flights, “the cost of the airline charges as a total cost of the airline operation is quite minimal”.

Manchester Airport felt that the main drivers of demand had changed in the 1990s, primarily as a consequence of low-cost carrier operators. Aside from this, they stated that “airlines are demanding greater levels of quality and efficiency in their operations”.  

In terms of whether these drivers differ much, depending on the category of customer, Birmingham Airport stated that “both business and leisure travellers are sensitive to large swings in the price of tickets, but not small ones”.  By contrast, Manchester Airport does not seek to separately identify business and charter passengers.    They stated that they “have a terminal building and try to maximise the utilisation of that building whether it be for a business passenger or charter passenger”.    

BATA, IATA, ABTA

BATA's members are transport operators. IATA's main service is to provide conferences, while ABTA's members are primarily engaged in sending UK citizens overseas for holidays.

In the case of leisure customers, BATA felt that the main driver of demand for their service is price.  However, they noted that this market segment is “becoming more adventurous” and, therefore, felt it was “price but at a different location”.  Quality of service was felt to be important in the case of business people who demand “good quality and regular service on a consistent basis”.

ABTA felt that the main driver of demand for their members’ services was price, while IATA felt it was a case of “quality and reputation”.

BATA did not feel that the main drivers of demand had changed dramatically in the 1990s, except that there appears to be a greater degree of price sensitivity in the business travel segment, which was helping to drive the growth of no-frills, low-fare airlines.

In terms of whether these drivers differ much depending on the category of customer, BATA felt this was true, but noted the strong correlation with GDP growth which can drive both leisure and business travel.  This issue was not particularly relevant to IATA because their main customer is the business client. 

ABTA reported that the leisure travel market in particular has a high price elasticity, noting that “in our experience, a small change in price makes a significant difference to demand”.  On the other hand, they reported that demand is relatively inelastic in the business travel market.

The responses of the representative organisations on these issues tends to provide broad support of the findings of the econometric research from those working at the front line of the tourism industry.  However, it should be noted that, as in the case of the CAA, these organisations would tend to monitor visitor numbers rather than visitor expenditure.  Our analysis focused on expenditure levels rather than visitor numbers, as it is expenditure that is of greater relevance for assessing the economic impact of tourism.          


British Airways (BA)

BA's main service is to “provide flights as well as facilities enjoyed as part of the travel experience”.   BA stated that the key drivers of demand for their services were economic activity (GDP) and price, the latter being a particularly crucial determinant.  They also noted the strong link between economic growth and demand for airline travel.

BA felt that the key drivers had not changed significantly during the 1990s.  However, they did note that “price is becoming more and more important, particularly at the short-haul end of the market. People are less worried about food and comfortable seats (for short journeys)”.  Again, this was suggested as one reason for the emergence and growth of the new low-cost airlines.

In terms of whether these drivers differ much depending on the type of customer, BA reported that:

· the business travel market is much less price-elastic than the leisure market;

· there is “a spectrum of different types of demand”.  For example, demand is very price sensitive for interlining passengers who use the UK as a place to change flights.

BAA

BAA believe that demand for their airline services is a function of economic activity and income – implying that demand is primarily driven by GDP rather than prices or exchange rates.  As for the other airport operators, this may reflect the fact that they operate in a regulated environment, so are not free to adjust their prices to market-clearing levels.  

Seasonal and Regional Influences on Service Demand

Manchester and Birmingham International Airports

Birmingham Airport reported that growth in demand is generally stable and predictable, although “fuel crises, economic swings and war can change predictions”.  This is consistent with the thesis that demand for airport space is primarily driven by GDP.

Manchester Airport pointed out that demand for their services is seasonal, but also reported that demand has grown significantly year-on-year for about the last 10 or 15 years.

In terms of whether demand for their services has changed by region within the UK, Birmingham Airport pointed to research that indicates that there has been growth in demand for airport services across the UK generally in recent years.  They also noted that Birmingham is one of the UK's fastest growing airports.

Manchester Airport reported that they are the largest regional airport outside London, although the London airports have grown at roughly the same rate in recent years.  They did note, however, that people who live in the North and North West of England wish to travel from Manchester, as opposed to having to travel to London.  In addition, they have experienced more people willing to travel from the South of England to reach their destinations. They attribute this development to “the product of better ground transport to Manchester and also the ability to put the destinations on offer to the community”.                 

BATA, IATA, ABTA

BATA noted that there are significant seasonal fluctuations affecting demand for their services.  In particular, there are seasonal changes in demand by route which are usually driven by weather, with skiing one obvious example.

BATA reported that in terms of their growth pattern, a great deal depends on the individual routes and “the economics at each end, especially the exchange rate which makes it either more or less attractive for leisure travellers to visit an area”.  On the other hand, business travel is driven by other factors, including “whether an economy is suddenly opening up as we have recently experienced in post-Soviet Eastern Europe”.  This has created business opportunities in certain areas and has driven demand for airline services.

IATA reported that demand for their services does fluctuate year-on-year, but is reasonably predictable.  It is also subject to seasonal fluctuations, particularly in the field of conference provision.

ABTA felt that demand was difficult to predict for both winter and summer seasons.  For example, they noted this year's expectation that the strength of the pound combined with the Millennium celebrations would lead to a windfall gain for UK travel and tour operators.  This does not appear to have materialised.  ABTA attribute this to a lack of consumer confidence in the UK economy.     

British Airways

BA reported that demand for their services has a strong seasonal pattern, although this tends to vary between different segments of the market. It is also a function of route.  Demand for their services was reported to be fairly stable year-on-year.

BAA 

BAA reported that “given the broadly diversified traffic base that we serve, the overall trend is remarkably stable”.  In terms of individual airports and market segments, however, there is far more volatility.  This was regarded as important to BAA because “we have to think of capacity issues and the way traffic distributes between the airports”.  This results in the organisation forecasting capacity as well as demand for their services.

Measuring and Monitoring Service Demand                     

Manchester and Birmingham International Airports

In measuring and monitoring demand for their services, both airports reported that they examine passenger numbers in total and according to each market segment.  Both start with a prediction of the growth in demand for air travel, which is subsequently turned into a financial projection for the airport.  

Manchester Airport reported that they forecast likely future demand based on passenger forecasts up to 2015.  Specifically, they utilise the schedules they currently have to predict what demand is likely to be from Manchester.  However, they also predict growth equations for the South-East airports and other airports in the UK so that they are aware of the physical capacity available within the UK as a whole. 

Birmingham Airport reported that they use their own forecasts as well as those of DETR to forecast demand.  They also refer to CAA and other survey data, economic trends, and government forecasts, to generate forecasts of up to 15 years ahead, which are regularly updated.

BATA, IATA, ABTA

BATA reported that they refer to the “general statistical trends that the industry is fairly well linked to, and which depend on the general economic health of areas such as the UK and Europe”.  However, they noted that the individual airlines tend to take a closer look at customer groups and market segments, especially the latter.  

In terms of forecasting likely future demand, BATA reported that they use trend analysis, assessment of economic scenarios in various parts of the world and “deep crystal ball gazing”.  They tend to look ahead 5 to 10 years because, operationally, that is the life cycle of a typical aircraft lease or purchase, which is the major investment decision that their members have to make.

IATA’s future demand forecasts is based on research into the market for conferences as a whole and how their competitors are performing. They have a business plan of “three years out”, together with a more detailed marketing plan for each of their conferences for the coming year. 

British Airways 

BA reported that they monitor as many market segments as possible, but interestingly also measure them in both volume and value terms, “because they move in different ways”.

Forecasting future demand involves predicting economic growth in the main regions and countries of the world and then translating this into underlying demand for air travel, ignoring capacity constraints and air fare changes.  They then identify which particular markets will make demand grow faster or slower. 

In terms of how far they look ahead, BA reported that their main planning exercise looks ahead 3 to 5 years.  However, they look ahead for shorter periods for some purposes, and longer periods for other purposes, such as infrastructure planning.

BAA  

BAA reported that monitoring and measuring demand for their services involves looking at market segment, and they noted that senior management receives trend and growth analysis by geographical segment.

Short-term forecasting draws upon various sources of intelligence, including what is known about airlines and tour operators planning to add capacity at airports (aside from demographic influences, slots and merger and alliance motives).   BAA look ahead for up to 2 years for business planning purposes, 15 years for facilities planning, and up to 30 years for strategic planning, where they engage in government policy discussions.

Price Sensitivity of Tourism Service Demand 

Manchester and Birmingham International Airports

Manchester Airport reported that they are aware of price sensitivities. For example, if they are dealing with long-haul flights then price will not be a major contributory factor because the price of aviation fuel “makes airport charges seem minuscule” by comparison.   On the other hand, airport charges can be a significant cost to the airline if it is a short-haul flight.

They also reported that airlines' decisions on whether to continue operating from Manchester, depends on the market penetration they can achieve, as well as the value of the slots they hold at the airport.  They stated that, “if that slot is between, say 6 a.m. and 10 p.m., it is a peak hour slot at Manchester and those slots are like gold dust.   If the airline is operating within that particular timeframe, they are very unlikely to give up those slots.   So, they are not price sensitive in that respect”.

Estimates of price sensitivity are arrived at by “history and knowledge” at Manchester Airport – “we will know if we have tried something in the past which has proved to be price sensitive”.

They stated that the introduction of fixed exchange rates across Europe, in preparation for the euro has had “no impact whatsoever” on their service demand. Birmingham Airport also stated that the introduction of fixed exchange rates had “not affected demand for our services”.

BATA, IATA, ABTA

IATA reported that, “on the whole, our customers are willing to pay a high price because they get a good quality product and they recognise that we are the industry leaders”.  Any estimates of price sensitivity tend to be based on statistical analysis.

They also reported that they had not seen any impact on demand for their services due to the introduction of fixed exchange rates in preparation for the Euro.

Although ABTA could not comment on the issue of price sensitivity, due to lack of information available, they noted that they expected the fixing of exchange rates to have a “downward” impact on their business by the end of the year.    

British Airways

BA confirmed that there is a great deal of uncertainty about the elasticity of demand for airline travel.  Their view is that, overall, price elasticity is not far from unity (one), which is a convenient assumption to make for modelling purposes.

They employ a very broad-based approach to estimating price elasticity of demand and tend to make use of estimates computed by other bodies such as university academics. They described their approach to estimating the price elasticity of demand as one of “informed judgement”.    

BAA

BAA stated that they do not take a “rigorous econometric approach” to the estimation of price elasticity, partly because they do not receive sufficiently accurate data on airfare changes.  However, they have done occasional “ex post forecast checks of the values of our price elasticities, which represents a framework for judgement”.

However, BAA stated that they are amending their view on the whole issue. Previously, they assumed price had a minimal effect on business travel in global terms, but they now believe they have underestimated price sensitivity in this customer group.  However, they believe that leisure travel is more price sensitive,  “varying by how much that market is worth and the length of the haul of that market”.

BAA noted that the strength of the pound in relation to the euro has boosted outbound traffic in the last 18 months or so.  However, they reported that the trends on the North Atlantic and other routes are driven by other factors such as airline over-capacity and competition between alliances. In summary, BAA has seen “reasonably strong outbound UK leisure growth over the last 18 months”.

Exchange Rate Effects

 
Manchester and Birmingham International Airports

Neither airport monitors the impact of exchange rate fluctuations as a separate factor affecting service demand, although Manchester Airport noted that they do have a model which enables them to switch currencies if they wish to do so.  However, to-date they have not used this.  Birmingham Airport reported that exchange rate fluctuations have “some effect on the level of duty-free business in their shops”.   

BATA, IATA, ABTA

BATA do not measure and monitor the impact of exchange rate fluctuations as a separate factor affecting service demand. However, they did note their significance.  Specifically, they stated that, “exchange rates have an influence on industry cost because one of our major costs is aviation fuel which is procured in dollars and so there is an impact if, say, the pound is weak against the dollar”.

Neither ABTA nor IATA measures the impact of exchange rate fluctuations.  However, IATA noted that “exchange rates do influence choice of location for a conference.   If it is expensive to book a conference at a particular location, we will look at a more cost effective alternative”.

British Airways

BA reported that they measure the impact of exchange rate fluctuations.  However, they reported that measuring the impact of exchange rate changes on demand was “a complicated affair because there are a lot of currency translation effects taking place”. For example, if the exchange rate changes, it will have an impact upon airline revenues, even if there is no direct effect on volumes. So, for example, if the Euro depreciates against the pound, BA will suffer a decline in revenues reported in Sterling terms from ticket sales denominated in Francs, Deutschmarks and Lira.  These effects are reported to be quite large.

In addition to currency translation effects, BA also noted competitive effects, where their business is disadvantaged against competitors if sterling is high. However, to some extent, this can be absorbed through reduced profit margins. 

Finally, BA reported a mixture effect, defined as a “change in the mixture of travel from this country and from those at the other end”.  This generally results in the airline undertaking revenue yield management to sell into the most profitable markets. 

British Airways has forecast the impact of exchange rates on revenues “at a very high level”, and has found that currency translation effects have the largest effect.  They are “bigger in revenue terms than the other effects, particularly in the short-term”. 

BAA  

BAA reported that they “take note of exchange rate effects, but they are not a formal part of our model or framework of judgement because of the difficulty of forecasting them”.  Furthermore, they felt that exchange rate effects tend to even out over time, so are less significant as a driver of demand for airport capacity than underlying GDP growth. 

They reported that BAA's retail management tends to examine exchange rates for income effects, while the research department looks more at the volume effects.   They stated that, “We do try to track what is going on and take a view in the short-term”.  However, they do not formally measure exchange rate effects, simply because they have found it difficult to isolate the impact.  

Appendix 8: Mathematical Appendix

The interpretation of Coefficient Estimates in the Regression Models

Excluding the random disturbance term and time subscript notation, the most general form of model we estimate (in static form) is:
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EQUATION 1
where variables are defined as follows:
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Substituting these variable definitions into Equation 1 we obtain:
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EQUATION 2
which we shall use later in this Appendix.

Noting that Equation (1) is linear in logarithms, the ( coefficients can be interpreted as elasticities of TR with respect to X (where X is the relevant explanatory variable).  Thus we have:

· (3 is the elasticity of real tourism revenue (TR) with respect to changes in the nominal UK trade-weighted exchange rate (ER). 

· (4 is the elasticity of real tourism revenue (TR) with respect to changes in the relative price of UK tourism services to all UK consumer goods and services  (PR). 

It is very important to use care in the interpretation of to these elasticities. They are not ‘quantity’ elasticities, showing changes in the quantitative (or volume) of tourism with respect to changes in the various explanatory variables. Rather, they are ‘real revenue’ elasticities, showing changes in real (i.e., general inflation adjusted) tourism receipts in response to changes in explanatory variables. 

If the purpose of a study is to estimate the impact on UK tourism receipts of a change in foreign income, in the UK exchange rate, or in UK tourism prices, these elasticities are of most interest and relevance.  From an economic viewpoint, and from the viewpoint of travel and tourism businesses, total revenues from visitors is of greater relevance in driving income and employment than visitor numbers. 

If, however, one seeks a ‘conventional’ price elasticity of demand, which measures the responsiveness of the quantity of inbound tourism to changes in the price of UK tourism, this can be obtained from our specification.  To do this note that we can rewrite Equation (2) in the form:
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EQUATION 3
Then, subtracting the second term on the left-hand side of this equation from both sides, we obtain:
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EQUATION 4
Therefore, ((4 – 1) is the ‘quantity of tourism’ elasticity, with respect to changes in the UK price of tourism (relative to other UK prices).  Therefore, subtracting one from the estimated value of (4 in the regression of Equation (1) yields an estimate of this elasticity.

Ideally, one might prefer to have an elasticity in which we use the price of UK tourism, relative to the price of tourism in other countries, as the explanatory variable.  That data was not available to the researchers (and may well not exist). 

Appendix 9: Full Econometric Analysis

A9.1
Estimation strategy and research methodology

All econometric investigations undertaken for this study, both for the quarterly aggregate model and for each of the annual models, used a dynamic modelling approach.  We begin with a general, unrestricted dynamic, autoregressive-distributed lag (ARDL) model.  This model is then reparameterised into error-correction format.  A specification search is then undertaken to derive a parsimonious and statistically well-specified restricted model, from which the implied long-run solution is obtained.

This allows our estimates to take full account of lagged adjustments mechanisms where they exist, and to distinguish between:

· the long-run equilibrium relationships, i.e., the relationships after all adjustments have taken place fully; and

· the short-term dynamics of adjustment processes.

Long-run equilibrium is of primary interest to policy makers, as it provides information about the magnitude of the overall final responses (i.e. after full adjustment) to changes in the values of explanatory or driving variables.  However, short-term dynamic adjustment processes are also important as they provide valuable information on the speed with which adjustments occur. It is also a prerequisite for efficient short and medium-run forecasting, as explained below.

The methodology conforms to state-of-the-art methods used in academic research, and in the econometric and applied economic journal literature.  It has the particular advantage of being robust if the variables studied are either stationary or non-stationary, and so can encompass the possibility of cointegration among non-stationary variables.  The variables examined in the macro model of tourism demand, tourism receipts, tourism expenditure, and real GDP, are almost certainly non-stationary time series.  It is evident from previous research (in the case of GDP) and preliminary data analysis (of tourism data) that the series have stochastically trending means.  In general, estimation techniques and statistical inference differ when series are stationary and when they are non-stationary. However, our methodology allows us to make valid inferences, whichever of these cases prevails, and so generates confidence in the validity of our statistical results.  These techniques mean that the results reported below are robust to a far greater extent than would be possible with simple static modelling techniques. 

In addition to reporting estimates of equilibrium relationships, derived from the steady-state solutions to estimated dynamic models, we also report some estimates of long-run relationships, taken directly from estimated static equations. These are known in the literature as cointegrating regressions (see Engle and Granger, 1987).  It is now well known that these equations yield super-consistent estimates of long-run parameters, although ones which might suffer from substantial bias in finite samples.

For the aggregate model explaining total tourism receipts to the UK in terms of OECD real income and the trade-weighted exchange rate, the data are quarterly and seasonally unadjusted.  We have taken account of seasonality in the data by the use of dummy variables entered in a simple linear way.  Given that the dependent variable is in logarithms, this implies that the differences in the seasonal means are constant proportions of real tourism expenditure.  The specification seems to work well in our results, suggesting that the seasonal behaviour of inbound tourism has not changed very much over the sample period.

Inspection of the statistics, associated with the models reported below, shows that we obtain a very strong fit in each regression, and that in no case do the residuals show any evidence of serial correlation, heteroscedasticity, non-normality or incorrect functional form.  Moreover, all forecasting statistics exhibit satisfactory performance on conventional statistical criteria. 

Our strong preference is to use quarterly data for econometric modelling, wherever that is available.  Long spans of quarterly data provide substantial amounts of information and degrees of freedom, and yield estimates that are relatively precise – i.e., they have small standard errors, and so have smaller uncertainty attached to them.  However, this preference limits our scope in one important way.  Data on the important separate components of total tourism receipts to the UK (i.e., holiday, business and VFR) was only available to the researchers on an annual basis and over a relatively short span of time.  The same restriction applied to the index of UK tourism prices.  It would be desirable to include a variable reflecting that price in all our regressions. For the reasons just given, that was not possible.  We have, therefore, listed in our main report:

· models including the UK tourism price as an explanatory variable, but estimated only using annual data;

· models not including the UK tourism price, but estimated with quarterly data;

· a variety of other models, described later in this appendix.

The latter studies are reported, as we believe the efficiency gains arising from large sample information give such results value, even in the absence of a specific price-driving variable.

A9.2
Data availability

Data for real (constant price) GDP and exchange rates are derived from time series taken from the IMF International Financial Statistics CD ROM, 2000 version, or in a few cases from the OECD Compendium, also on CD ROM (2000/1 and 2000/2).  The data transformations used are explained below at appropriate places.

Data for tourism receipts and expenditure, and the price of UK tourism services, were supplied by the BTA from the International Passenger Survey.  Data was supplied in three tranches, as follows:

· soon after the study was commissioned, quarterly and annual data were supplied, in most cases up to 1998 for annual data, and up to 1998Q3 for quarterly data.  Starting points varied between 1975 and 1982, depending on the series in question;

· in a second tranche, after much empirical work had been undertaken, series were updated by one year or five quarters through to the end of 1999.  However, quarterly data for the last four quarters was provisional.  Initial results, presented at a September 2000 meeting with BTA working party, related to the data sets to 1998Q3 or to 1998, as this was all that was available to the consultants at that stage;

· a third tranche of data, supplied in February 2001, consisted of annual data pertaining to total UK tourism receipts and its various components by type of visit,  and a price index for UK tourism.

Given the additional data, a sensible way of proceeding was as follows.  For the quarterly series, we re-estimated the models over the period until 1998Q4. Then, we used that estimated model to do ex ante dynamic forecasting for the four quarters of 1999.  This provided a powerful test of the predictive power of our model. Unless otherwise stated, therefore, all quarterly results given below refer to a sample period of 1975Q1 to 1998Q4.  Using the results of the model derived from 1975-1998 data, forecasts were made of tourism receipts in the four quarters 1999Q1 to 1999Q4, using known values of the price and income driving variables for those four quarters, but recursively predicting UK tourism receipts. These predictions can then be compared with known provisional outcomes. We also report, for reference purposes, the estimated parameter values for the model, estimated over the full sample up to 1999Q4.  Results are qualitatively and quantitatively very similar.

All regressions include a constant (intercept), and three seasonal dummy variables to account for seasonal variations of the mean of tourism receipts from one ‘baseline’ mean, taken to be S4, the final quarter of each year. We also included impulse dummy variables to deal with residual outliers in 1985Q1 and 1988Q4. 

For annual models, the tourism receipts models were all re-estimated after the first progress report meeting to include the additional observation.  In no case did any changes of substance take place.  Given preliminary inspection of the impacts of re-estimation of the various UK tourism expenditure series, it was evident that any changes to estimation results were trivial.  Results up to and including 1998 are reported below. 

A third component of work was undertaken in March 2001, and consisted of an estimation that included UK tourism prices as an explanatory variable, plus all disaggregated regressions for the various components of UK total tourism revenue.

A9.3
The aggregate quarterly model

In equilibrium our model is 

R = (1 + (2 Y + (3 EX

where 

· R = natural logarithm of real total tourism expenditure (i.e., nominal tourism expenditure deflated by a consumer price index, so that the series is expressed in constant price terms);

· Y = natural logarithm of real OECD gross domestic product  (i.e., nominal OECD GDP deflated by a consumer price index, so that the series is expressed in constant price terms);  and 

· EX = the natural logarithm of the nominal trade-weighted exchange rate for the UK, relative to its major trading partners. 

Note that the series R, Y and EX  are in logarithmic form. This implies an interpretation of coefficients as elasticities. Some additional explanation of the derivation and interpretation of these elasticities is provided in a separate appendix (see Appendix 8).  It is important to read this appendix to ascertain the precise meaning and interpretation of the elasticities reported in this study.

First, we give the long-run equilibrium equations derived from the underlying dynamic equations that were actually estimated. Full details of the dynamic equations are provided subsequently.  It is important to realise that these equations provide information about the long-run equilibrium value that the left hand side variable will take for given values of the explanatory variables after all adjustment processes have been completed. They can be used to predict final, or overall, impacts of changes in explanatory variables. Given that adjustments are slow in practice, they cannot be used for short or medium-term forecasting.  For these purposes, the underlying dynamic models must be used (as we do below).

A9.4
Long-run equilibrium equations
As described above, the long-run equilibrium equation regresses the logarithm of real (constant price) tourism receipts to the UK [R] against the logarithm of real OECD GDP [Y] and the logarithm of the trade-weighted nominal exchange rates between the UK and the OECD economies [EX].  The best fit relationship between these variables over the period between the second quarter of 1976 and the final quarter of 1998 is given in the equation below.

Model estimated over 1976Q2 to 1998Q4:

R =  7.57 + 0.547 Y - 1.280 EX + 0.208 S1 + 0.892 S2 + 1.290 S3

Model estimated over 1976Q2 to 1999Q4 (tourism data for last four quarters provisional):

R =   7.13 + 0.626 Y  - 1.221 EX + 0.282 S1 + 0.884 S2 + 1.278 S3

We show in Figure A9.1 below the residuals plot for the first of these two regressions.

Figure A9.1

Residuals plot for the regression of UK international tourism receipts against real OECD GDP and the trade-weighted exchange rate of Sterling, 1976(Q2) – 1998 (Q4)
[image: image15.wmf] Plot of Residuals and Two Standard Error Bands

Quarters

-0.05

-0.10

-0.15

0.00

0.05

0.10

0.15

1976Q2

1980Q1

1983Q4

1987Q3

1991Q2

1995Q1

1998Q4

1998Q4


Figure A9.1 shows that only four of the 91 residuals lie outside the two standard error band, consistent with a model which is statistically well-specified at the 95% confidence level.  It is also evident from inspection of the residuals plot (which shows no systematic pattern), and from the full diagnostic test statistics reported below, that the model satisfies all the assumptions required for the Ordinary Least Squares (OLS) estimator to yield efficient results.

A9.5
Testing the Model: Forecasts for 1999

As stated, an important criterion of an adequate model for policy purposes is that it should forecast well. Dynamic forecasts, and associated forecast test statistics, for the four quarters of 1999, obtained from the underlying dynamic model estimated up to 1998Q4, are listed in tabular form and then shown graphically in Figure A9.2 below.  

                       Single Equation Dynamic Forecasts                      

******************************************************************************

 Based on  OLS regression of DR on:                                           

 DR(-1)          DR(-2)          DR(-3)          DY(-2)          DY(-3)       

 C               S1              S2              S3              D851         

 D984            R(-1)           Y(-1)           EX(-1)                       

 91 observations used for estimation from 1976Q2 to 1998Q4                    

******************************************************************************

 Observation        Actual        Prediction        Error        S.D. of Error

  1999Q1            -.21767          -.32681          .10914         .063539  

  1999Q2             .23452           .22822        .0063002         .065051  

  1999Q3             .31575           .35203        -.036275         .064231  

  1999Q4            -.38787          -.45782         .069955         .064175  

******************************************************************************

           Summary statistics for single equation dynamic forecasts           

******************************************************************************

 Based on 4 observations from 1999Q1 to 1999Q4                                

 Mean Prediction Errors       .037280   Mean Sum Abs Pred Errors      .055418 

 Sum Squares Pred Errors     .0045402   Root Mean Sumsq Pred Errors   .067381 

 Predictive failure test   F(   4,  77)=   1.2977[.278]                       

******************************************************************************

Figure A9.2

Test of Forecasts for 1999 generated by the Regression Model
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Dynamic forecasts of this type predict the value of the dependent variable (here the quarterly change in the log of UK tourism revenue) given knowledge of the actual values taken by the driving variables, income and the exchange rate.  It should be stressed that the dynamic models used are predicting changes in tourism receipts from one quarter to the next rather than their levels, although the levels can be found by accumulating these changes.  As is well known, for any desired degree of percentage accuracy, predicting changes is a far more difficult task than predicting levels.  Thus, our forecasting procedure constitutes a very demanding test of the predictive power of the model.

The forecasts are generated from the estimated dynamic models (reported below), and not simply from the equilibrium equations.  The latter are only suitable for predicting final effects once all adjustments have occurred. But, because adjustments may take several years to complete, the dynamic equation is the only valid basis for forecasting. 

The regression model includes an impulse dummy variable for the period, 1998Q4.  Without that, the model would have an unusually large residual for that quarter, and would probably yield biased estimates of the other model parameters.  Some special factor(s) appear, therefore, to have been operative in that quarter, over and above the effects resulting from changes in the income and exchange rate driving forces. 

Three features of our forecasts stand out:

1. For all four quarters, we have correctly predicted the direction of the change in tourism receipts, although this is not a particularly difficult task with seasonally fluctuating time series.

2. The model predicts changes in UK tourism receipts for the four quarters of 1999 with relatively high accuracy.  The prediction errors are in each case relatively small proportions of the actual value.  We also calculated, but do not report here, forecasts for the levels of tourism expenditure, rather than their changes.  These forecasts were also correct to within a few percent of the true outcomes.

3. In terms of standard statistical tests of forecasting accuracy, such as the Chow Predictive Failure test, the model forecasts well.  The null hypothesis, that all prediction errors are jointly zero, cannot be rejected at conventional significance levels.

Given the parsimonious nature of our model, the fact that it predicts so well reinforces our confidence in the specification and parameter estimates of our model, and in its usefulness for policy purposes.

A9.6
Details of the dynamic regressions for the macro quarterly model.

The initial unrestricted dynamic model

                       Ordinary Least Squares Estimation                      

******************************************************************************

 Dependent variable is DR                                                     

 91 observations used for estimation from 1976Q2 to 1998Q4                    

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 DR(-1)                    -.22276             .12980            -1.7162[.090]

 DR(-2)                    -.31798             .11547            -2.7537[.007]

 DR(-3)                    -.27477             .10139            -2.7101[.008]

 DY                         .44403             .61121             .72647[.470]

 DY(-1)                   -.038226             .59207           -.064564[.949]

 DY(-2)                     .87483             .59666             1.4662[.147]

 DY(-3)                     1.4697             .58896             2.4955[.015]

 DEX                       -.21564             .18561            -1.1618[.249]

 DEX(-1)                   -.16192             .22646            -.71500[.477]

 DEX(-2)                   -.20669             .22373            -.92385[.359]

 DEX(-3)                   -.21588             .22013            -.98070[.330]

 C                          2.3680             .86610             2.7341[.008]

 S1                        .086598            .099446             .87080[.387]

 S2                         .36203             .12333             2.9354[.004]

 S3                         .51904            .081094             6.4004[.000]

 D851                       .17148            .061438             2.7911[.007]

 D984                       .15686            .065790             2.3842[.020]

 R(-1)                     -.31345             .11277            -2.7796[.007]

 Y(-1)                      .17013             .12930             1.3158[.192]

 EX(-1)                    -.41143             .13877            -2.9649[.004]

******************************************************************************

 R-Squared                     .98398   R-Bar-Squared                   .97969

 S.E. of Regression           .057603   F-stat.    F( 19,  71)  229.4842[.000]

 Mean of Dependent Variable   .013130   S.D. of Dependent Variable      .40419

 Residual Sum of Squares       .23558   Equation Log-likelihood       141.8997

 Akaike Info. Criterion      121.8997   Schwarz Bayesian Criterion     96.7911

 DW-statistic                  1.8884                                         

******************************************************************************

                               Diagnostic Tests                               

******************************************************************************

*    Test Statistics  *        LM Version        *         F Version          

******************************************************************************

*                     *                          *                            

* A:Serial Correlation*CHSQ(   4)=   4.4107[.353]*F(   4,  67)=   .85320[.497]

*                     *                          *                            

* B:Functional Form   *CHSQ(   1)= .2339E-3[.988]*F(   1,  70)= .1799E-3[.989]

*                     *                          *                            

* C:Normality         *CHSQ(   2)=   .40908[.815]*       Not applicable       

*                     *                          *                            

* D:Heteroscedasticity*CHSQ(   1)=  .074838[.784]*F(   1,  89)=  .073253[.787]

*                     *                          *                            

* E:Predictive Failure*CHSQ(   4)=   3.1352[.535]*F(   4,  71)=   .78380[.539]

******************************************************************************

   A:Lagrange multiplier test of residual serial correlation                  

   B:Ramsey's RESET test using the square of the fitted values                

   C:Based on a test of skewness and kurtosis of residuals                    

   D:Based on the regression of squared residuals on squared fitted values    

   E:A test of adequacy of predictions (Chow's second test)                   

The final restricted dynamic model from which the long-run equilibrium equation and dynamic forecasts are obtained is shown overpage.  The results also show the checks for cointegration.  The F statistic from the variable deletion test, reported on the next page, confirms that there is a genuine long-run (cointegrating) relationship among R, Y and EX, and that this is NOT a spurious regression.

                       Ordinary Least Squares Estimation                      

******************************************************************************

 Dependent variable is DR                                                     

 91 observations used for estimation from 1976Q2 to 1998Q4                    

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 DR(-1)                    -.12159            .099736            -1.2191[.227]

 DR(-2)                    -.24092            .095083            -2.5338[.013]

 DR(-3)                    -.22847            .092609            -2.4670[.016]

 DY(-2)                     .98953             .55160             1.7939[.077]

 DY(-3)                     1.3891             .54897             2.5303[.013]

 C                          3.1773             .58767             5.4067[.000]

 S1                        .087154            .093032             .93682[.352]

 S2                         .37440             .11215             3.3383[.001]

 S3                         .54149            .070914             7.6359[.000]

 D851                       .18541            .059182             3.1329[.002]

 D984                       .18408            .061204             3.0077[.004]

 R(-1)                     -.41985            .081949            -5.1233[.000]

 Y(-1)                      .22957             .11500             1.9962[.049]

 EX(-1)                    -.53722            .093197            -5.7644[.000]

******************************************************************************

 R-Squared                     .98318   R-Bar-Squared                   .98034

 S.E. of Regression           .056666   F-stat.    F( 13,  77)  346.2960[.000]

 Mean of Dependent Variable   .013130   S.D. of Dependent Variable      .40419

 Residual Sum of Squares       .24725   Equation Log-likelihood       139.6999

 Akaike Info. Criterion      125.6999   Schwarz Bayesian Criterion    108.1239

 DW-statistic                  1.8756                                         

******************************************************************************

                               Diagnostic Tests                               

******************************************************************************

*    Test Statistics  *        LM Version        *         F Version          

******************************************************************************

*                     *                          *                            

* A:Serial Correlation*CHSQ(   4)=   4.5159[.341]*F(   4,  73)=   .95295[.439]

*                     *                          *                            

* B:Functional Form   *CHSQ(   1)= .3261E-3[.986]*F(   1,  76)= .2723E-3[.987]

*                     *                          *                            

* C:Normality         *CHSQ(   2)=   .72134[.697]*       Not applicable       

*                     *                          *                            

* D:Heteroscedasticity*CHSQ(   1)=  .067039[.796]*F(   1,  89)=  .065614[.798]

*                     *                          *                            

* E:Predictive Failure*CHSQ(   4)=   5.1907[.268]*F(   4,  77)=   1.2977[.278]

******************************************************************************

                       Variable Deletion Test (OLS case)                      

******************************************************************************

 Dependent variable is DR                                                     

 List of the variables deleted from the regression:                           

 R(-1)           Y(-1)           EX(-1)                                       

 91 observations used for estimation from 1976Q2 to 1998Q4                    

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 DR(-1)                    -.17752             .10824            -1.6400[.105]

 DR(-2)                    -.28790             .10640            -2.7057[.008]

 DR(-3)                    -.19848             .10721            -1.8513[.068]

 DY(-2)                     .85682             .67588             1.2677[.209]

 DY(-3)                     1.0827             .66885             1.6187[.109]

 C                         -.38488            .064847            -5.9352[.000]

 S1                         .24219             .11072             2.1874[.032]

 S2                         .60558             .13120             4.6156[.000]

 S3                         .70020            .080589             8.6885[.000]

 D851                       .20596            .072661             2.8345[.006]

 D984                       .13757            .074085             1.8569[.067]

******************************************************************************

 Joint test of zero restrictions on the coefficients of deleted variables:    

 Lagrange Multiplier Statistic     CHSQ( 3)=  33.2774[.000]                   

 Likelihood Ratio Statistic        CHSQ( 3)=  41.4242[.000]                   

 F Statistic                    F(  3,  77)=  14.7970[.000]                   

******************************************************************************
Finally, for reference purposes, we also report the full sample equation, and its residuals plot, for the final parsimonious model:

                       Ordinary Least Squares Estimation                      

******************************************************************************

 Dependent variable is DR                                                     

 95 observations used for estimation from 1976Q2 to 1999Q4                    

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 DR(-1)                    -.10650            .097558            -1.0916[.278]

 DR(-2)                    -.28205            .090970            -3.1004[.003]

 DR(-3)                    -.23206            .088147            -2.6326[.010]

 DY(-2)                     1.0710             .54595             1.9618[.053]

 DY(-3)                     1.3802             .54749             2.5210[.014]

 C                          2.8973             .54551             5.3112[.000]

 S1                         .11464            .086186             1.3301[.187]

 S2                         .35877             .10287             3.4875[.001]

 S3                         .51913            .067034             7.7444[.000]

 D851                       .18650            .059545             3.1321[.002]

 D984                       .17402            .060962             2.8546[.005]

 R(-1)                     -.40612            .081288            -4.9960[.000]

 Y(-1)                      .25435             .11357             2.2395[.028]

 EX(-1)                    -.49584            .087852            -5.6440[.000]

******************************************************************************

 R-Squared                     .98247   R-Bar-Squared                   .97966

 S.E. of Regression           .057081   F-stat.    F( 13,  81)  349.2560[.000]

 Mean of Dependent Variable   .011995   S.D. of Dependent Variable      .40023

 Residual Sum of Squares       .26392   Equation Log-likelihood       144.7851

 Akaike Info. Criterion      130.7851   Schwarz Bayesian Criterion    112.9080

 DW-statistic                  1.9082                                         

******************************************************************************

                               Diagnostic Tests                               

******************************************************************************

*    Test Statistics  *        LM Version        *         F Version          

******************************************************************************

*                     *                          *                            

* A:Serial Correlation*CHSQ(   4)=   8.1046[.088]*F(   4,  77)=   1.7954[.138]

*                     *                          *                            

* B:Functional Form   *CHSQ(   1)=  .032963[.856]*F(   1,  80)=  .027768[.868]

*                     *                          *                            

* C:Normality         *CHSQ(   2)=   .43857[.803]*       Not applicable       

*                     *                          *                            

* D:Heteroscedasticity*CHSQ(   1)= .0010491[.974]*F(   1,  93)= .0010271[.975]

******************************************************************************

[image: image17.wmf] Plot of Actual and Single Equation Dynamic Forecast(s)

 DR           

 Forecast     

Quarters

-0.1

-0.2

-0.3

-0.4

-0.5

0.0

0.1

0.2

0.3

0.4

1997Q1

1997Q3

1998Q1

1998Q3

1999Q1

1999Q3

1999Q4


[image: image18.wmf] Plot of Residuals and Two Standard Error Bands

Quarters

-0.05

-0.10

-0.15

0.00

0.05

0.10

0.15

1976Q2

1980Q1

1983Q4

1987Q3

1991Q2

1995Q1

1998Q4

1999Q4


A9.7
Annual Data Models of Tourism Receipts to the UK

We begin this section by showing graphs of a selection of relevant time series (in log transformed form) to give some idea of their variation over time.

Notation used:

LTOTR = log(Total Tourism Receipts)

LTWER = log(Trade-weighted exchange rate)

LPRAT= log(Price of UK tourism relative to UK CPI)
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The results of static OLS regressions for total, holiday only, Business, and VFR inbound tourism receipts are reported in Table A9.1 below.

Table A9.1

Results of Static regressions   (1979-1999)


Total
Holiday
Business
VFR


Coeff
T value
Coeff
T value
Coeff
T value
Coeff
T value











INTERCEPT
-28.09 **
2.19
-17.84 **
5.70
- 22.59
1.34
-35.08 **
2.65

LGDP
- 0.89  **
4.09
  1.10 **
2.20
  1.57 **
2.51
-  0.76 **
3.38

LTWER
  1.66  **
3.42
- 1.19 **
5.27
- 0.23
0.82
   1.88 **
3.77

LPRATIO
- 1.95  *
1.71
- 1.86
1.58
- 0.14
0.10
-  2.11*
1.80











R2
 0.92

0.87

0.92

 0.93


DF
-1.93

-2.4

-1.77

-1.74


ADF(1)
-2.28

-3.00

-1.80

-1.88












Estimates of long-run (equilibrium) elasticities from both the static regressions and the dynamic error correction models are reported in Table A9.2.

Table A9.2

Implied long-run elasticities 


STATIC 
DYNAMIC
STATIC
DYNAMIC
STATIC
DYNAMIC
STATIC
DYNAMIC


TOTAL
TOTAL
HOLIDAY
HOLIDAY
BUSINESS
BUSINESS
VFR
VFR

INCOME


1.66 **
  2.56 *
 1.10 **
0.96 *
  1.57 **
1.54 **
1.88 **
1.37 **

EXCHANGE 

RATE
-0.89 **
- 1.37 **
- 1.19 **
1.68 **
 - 0.23
0
-0.76 **
0

PRICE


-1.95 *
 - 4.46
- 1.86
-2.37 *
- 0.14
0
-2.11 *
0

Notes:

1. All t statistics listed in absolute value form.

2. ** denotes significant at 5% level

3. * denotes significant at 10% level

4. Unstarred coefficient estimates statistically insignificant  at conventional levels (10% or lower)

A9.8
Tourism Receipts: Detailed results

Total Tourism

STATIC REGRESSION:   21 observations used for estimation from 1979 to 1999 
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Static regression model for total tourism:
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Residuals from static regression:

[image: image24.wmf] Plot of Residuals and Two Standard Error Bands

Years

-0.05

-0.10

-0.15

0.00

0.05

0.10

0.15

1979

1981

1983

1985

1987

1989

1991

1993

1995

1997

1999

1999


                       Variable Addition Test (OLS case)                      

******************************************************************************

 Dependent variable is LTOTR                                                  

 List of the variables added to the regression:                               

 LCPIO                                                                        

 21 observations used for estimation from 1979 to 1999                        

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 INT                      -29.4525            13.7698            -2.1389[.048]

 LTWER                     -.88837             .22418            -3.9628[.001]

 LYOECD                     1.7648             .58631             3.0101[.008]

 LPRAT                     -1.8502             1.2087            -1.5307[.145]

 LCPIO                     -.11240             .32399            -.34693[.733]

******************************************************************************

 Joint test of zero restrictions on the coefficients of additional variables: 

 Lagrange Multiplier Statistic     CHSQ( 1)=   .15679[.692]                   

 Likelihood Ratio Statistic        CHSQ( 1)=   .15738[.692]                   

 F Statistic                    F(  1,  16)=   .12036[.733]                   

******************************************************************************

DYNAMIC REGRESSION:  FINAL MODEL:  19 observations used for estimation from 1981 to 1999                                                                               

                       Ordinary Least Squares Estimation                      

******************************************************************************

 Dependent variable is DLTOTR                                                 

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 INT                      -34.8539            24.8597            -1.4020[.191]

 DLTWER                    -.86066             .20838            -4.1303[.002]

 DLYOECD                    3.7410             1.4930             2.5057[.031]

 DLPRAT                    -2.6064             1.5544            -1.6767[.125]

 DLPRAT(-1)                 1.9274             1.6910             1.1398[.281]

 LTOTR(-1)                 -.66186             .23522            -2.8138[.018]

 LTWER(-1)                 -.90841             .41940            -2.1660[.056]

 LYOECD(-1)                 1.6921             .98900             1.7109[.118]

 LPRAT(-1)                 -2.9518             2.2742            -1.2979[.223]

******************************************************************************

 R-Squared                     .79818   R-Bar-Squared                   .63672

 S.E. of Regression           .050584   F-stat.    F(  8,  10)    4.9436[.011]

 Mean of Dependent Variable   .028717   S.D. of Dependent Variable     .083926

 Residual Sum of Squares      .025588   Equation Log-likelihood        35.8360

 Akaike Info. Criterion       26.8360   Schwarz Bayesian Criterion     22.5860

 DW-statistic                  2.2327                                         

******************************************************************************

                               Diagnostic Tests                               

******************************************************************************

*    Test Statistics  *        LM Version        *         F Version          

******************************************************************************

*                     *                          *                            

* A:Serial Correlation*CHSQ(   1)=   .47035[.493]*F(   1,   9)=   .22845[.644]

*                     *                          *                            

* B:Functional Form   *CHSQ(   1)=   .42252[.516]*F(   1,   9)=   .20469[.662]

*                     *                          *                            

* C:Normality         *CHSQ(   2)=   .26871[.874]*       Not applicable       

*                     *                          *                            

* D:Heteroscedasticity*CHSQ(   1)=   2.5012[.114]*F(   1,  17)=   2.5772[.127]

******************************************************************************

Actual and fitted values from the dynamic ECM equation: 
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STATIC REGRESSION:   21 observations used for estimation from 1979 to 1999                        
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DYNAMIC REGRESSION:  FINAL MODEL:  19 observations used for estimation from 1981 to 1999                                                                               
                       Ordinary Least Squares Estimation                      

******************************************************************************

 Dependent variable is DLHOLR                                                                   

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 INT                      -17.8474            14.6682            -1.2167[.255]

 DLTWER                    -1.2408             .20964            -5.9186[.000]

 DLTWER(-1)                 .74840             .36567             2.0467[.071]

 DLYOECD                    5.1846             1.2500             4.1477[.002]

 DLPRAT                    -1.4399             1.2806            -1.1244[.290]

 DLHOLR(-1)                 .23308             .19410             1.2008[.260]

 LHOLR(-1)                 -1.1441             .25092            -4.5594[.001]

 LTWER(-1)                 -1.9245             .55441            -3.4713[.007]

 LYOECD(-1)                 1.0966             .59870             1.8316[.100]

 LPRAT(-1)                 -2.7166             1.5498            -1.7529[.114]

******************************************************************************

 R-Squared                     .91765   R-Bar-Squared                   .83531

 S.E. of Regression           .044706   F-stat.    F(  9,   9)   11.1437[.001]

 Mean of Dependent Variable   .017011   S.D. of Dependent Variable      .11016

 Residual Sum of Squares      .017987   Equation Log-likelihood        39.1842

 Akaike Info. Criterion       29.1842   Schwarz Bayesian Criterion     24.4620

 DW-statistic                  2.2985   Durbin's h-statistic     -1.2204[.222]

******************************************************************************

                               Diagnostic Tests                               

******************************************************************************

*    Test Statistics  *        LM Version        *         F Version          

******************************************************************************

*                     *                          *                            

* A:Serial Correlation*CHSQ(   1)=   .76789[.381]*F(   1,   8)=   .33694[.578]

*                     *                          *                            

* B:Functional Form   *CHSQ(   1)=  .098627[.753]*F(   1,   8)=  .041744[.843]

*                     *                          *                            

* C:Normality         *CHSQ(   2)=   1.9844[.371]*       Not applicable       

*                     *                          *                            

* D:Heteroscedasticity*CHSQ(   1)=   .68651[.407]*F(   1,  17)=   .63727[.436]
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DYNAMIC REGRESSION:  FINAL MODEL:  19 observations used for estimation from 1981 to 1999 .                                                                                                                                                      

                       Ordinary Least Squares Estimation                      

******************************************************************************

 Dependent variable is DLBUSR                                                 

 20 observations used for estimation from 1980 to 1999                        

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 INT                      -18.1468             5.4171            -3.3499[.004]

 DLYOECD                    4.2977             1.3791             3.1162[.007]

 DLYOECD(-1)                2.7278             1.4069             1.9388[.072]

 LBUSR(-1)                 -.79755             .22516            -3.5422[.003]

 LYOECD(-1)                 1.2278             .36333             3.3794[.004]

******************************************************************************

 R-Squared                     .51548   R-Bar-Squared                   .38627

 S.E. of Regression           .059806   F-stat.    F(  4,  15)    3.9896[.021]

 Mean of Dependent Variable   .041460   S.D. of Dependent Variable     .076341

 Residual Sum of Squares      .053652   Equation Log-likelihood        30.8310

 Akaike Info. Criterion       25.8310   Schwarz Bayesian Criterion     23.3416

 DW-statistic                  1.9716                                         

******************************************************************************

                               Diagnostic Tests                               

******************************************************************************

*    Test Statistics  *        LM Version        *         F Version          

******************************************************************************

*                     *                          *                            

* A:Serial Correlation*CHSQ(   1)= .0077842[.930]*F(   1,  14)= .0054511[.942]

*                     *                          *                            

* B:Functional Form   *CHSQ(   1)=   4.3734[.037]*F(   1,  14)=   3.9181[.068]

*                     *                          *                            

* C:Normality         *CHSQ(   2)=   1.5512[.460]*       Not applicable       

*                     *                          *                            

* D:Heteroscedasticity*CHSQ(   1)=   .79431[.373]*F(   1,  18)=   .74445[.400]
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Or in terms of levels:
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STATIC REGRESSION:   21 observations used for estimation from 1979 to 1999                        
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DYNAMIC REGRESSION:  FINAL MODEL:  19 observations used for estimation from 1981 to 1999                                                                                                                                                            

                       Ordinary Least Squares Estimation                      

              Based on White's Heteroscedasticity adjusted S.E.'s             

******************************************************************************

 Dependent variable is DLVFRR                                                 

 20 observations used for estimation from 1980 to 1999                        

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 INT                       -8.3834             3.7855            -2.2146[.043]

 DLTWER                    -.52253             .17450            -2.9945[.009]

 DLYOECD                    3.4017             1.2936             2.6297[.019]

 LVFRR(-1)                 -.41172             .22742            -1.8104[.090]

 LYOECD(-1)                 .56218             .25888             2.1715[.046]

                               Diagnostic Tests                               

******************************************************************************

*    Test Statistics  *        LM Version        *         F Version          

******************************************************************************

*                     *                          *                            

* A:Serial Correlation*CHSQ(   1)=  .018217[.893]*F(   1,  14)=  .012764[.912]

*                     *                          *                            

* B:Functional Form   *CHSQ(   1)=   2.1200[.145]*F(   1,  14)=   1.6599[.218]

*                     *                          *                            

* C:Normality         *CHSQ(   2)=  .020336[.990]*       Not applicable       

*                     *                          *                            

* D:Heteroscedasticity*CHSQ(   1)=   8.4639[.004]*F(   1,  18)=  13.2064[.002]

******************************************************************************
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Deflator3 =tourism price index
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A9.9
Annual data models: Inbound Tourism

Tourism Receipts from France

General unrestricted ARDL model in ECM form:                                                                              
                       Ordinary Least Squares Estimation                      

******************************************************************************

 Dependent variable is DLRF                                                   

 22 observations used for estimation from 1978 to 1999                        

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 DLRF(-1)                   .72332             .31796             2.2749[.046]

 DLRF(-2)                   .49403             .25665             1.9249[.083]

 DLYF                       1.3540             1.8513             .73134[.481]

 DLYF(-1)                   4.5318             1.5248             2.9720[.014]

 DLYF(-2)                   2.4986             2.2437             1.1136[.291]

 DLEF                      -.17201             .27054            -.63581[.539]

 DLEF(-1)                   .36986             .34936             1.0587[.315]

 DLEF(-2)                 -.070277             .25702            -.27343[.790]

 INT                       -8.9491             2.3211            -3.8556[.003]

 LRF(-1)                   -2.0220             .51304            -3.9413[.003]

 LYF(-1)                    3.1517             .80202             3.9297[.003]

 LEF(-1)                   -.60611             .32198            -1.8825[.089]

******************************************************************************

 R-Squared                     .82905   R-Bar-Squared                   .64101

 S.E. of Regression           .086679   F-stat.    F( 11,  10)    4.4089[.013]

 Mean of Dependent Variable   .015451   S.D. of Dependent Variable      .14467

 Residual Sum of Squares      .075132   Equation Log-likelihood        31.2585

 Akaike Info. Criterion       19.2585   Schwarz Bayesian Criterion     12.7122

 DW-statistic                  2.3608                                         

******************************************************************************

                               Diagnostic Tests                               

******************************************************************************

*    Test Statistics  *        LM Version        *         F Version          

******************************************************************************

*                     *                          *                            

* A:Serial Correlation*CHSQ(   1)=   4.1228[.042]*F(   1,   9)=   2.0756[.184]

*                     *                          *                            

* B:Functional Form   *CHSQ(   1)=   .22558[.635]*F(   1,   9)=  .093240[.767]

*                     *                          *                            

* C:Normality         *CHSQ(   2)=   .22323[.894]*       Not applicable       

*                     *                          *                            

* D:Heteroscedasticity*CHSQ(   1)=   1.7794[.182]*F(   1,  20)=   1.7600[.200]

******************************************************************************

Final restricted error correction (ecm) model:

                       Ordinary Least Squares Estimation                      

******************************************************************************

 Dependent variable is DLRF                                                   

 22 observations used for estimation from 1978 to 1999                        

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 DLRF(-1)                   .50784             .20463             2.4818[.025]

 DLRF(-2)                   .43020             .15300             2.8118[.013]

 DLYF(-1)                   5.3170             1.1678             4.5532[.000]

 INT                       -7.1265             1.2822            -5.5579[.000]

 LRF(-1)                   -1.5323             .27385            -5.5953[.000]

 LYF(-1)                    2.4138             .42107             5.7325[.000]

 LEF(-1)                   -.34226             .19312            -1.7723[.097]

******************************************************************************

 R-Squared                     .78551   R-Bar-Squared                   .69972

 S.E. of Regression           .079275   F-stat.    F(  6,  15)    9.1557[.000]

 Mean of Dependent Variable   .015451   S.D. of Dependent Variable      .14467

 Residual Sum of Squares      .094269   Equation Log-likelihood        28.7625

 Akaike Info. Criterion       21.7625   Schwarz Bayesian Criterion     17.9439

 DW-statistic                  2.7362                                         

******************************************************************************

                               Diagnostic Tests                               

******************************************************************************

*    Test Statistics  *        LM Version        *         F Version          

******************************************************************************

*                     *                          *                            

* A:Serial Correlation*CHSQ(   1)=   5.5282[.019]*F(   1,  14)=   4.6986[.048]

*                     *                          *                            

* B:Functional Form   *CHSQ(   1)=   .15453[.694]*F(   1,  14)=  .099034[.758]

*                     *                          *                            

* C:Normality         *CHSQ(   2)=   .52198[.770]*       Not applicable       

*                     *                          *                            

* D:Heteroscedasticity*CHSQ(   1)=   1.8094[.179]*F(   1,  20)=   1.7923[.196]

******************************************************************************

Actual vs fitted values from final restricted ecm model:
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Residuals: One outlier possible in 1983. Not investigated further, as does not create statistical miss-specification. But may be worth investigating why tourism receipts were unusually low in 1983 (given the other determining factors).
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Long-run solution:

LRF = -4.651 + 1.573 LYF - 0.223 LEF

A variable deletion test confirms cointegration (all models reported in this paper satisfy this criterion, even where results not shown).

           Tourism receipts from the USA

Initial unrestricted ARDL model:

                   Autoregressive Distributed Lag Estimates                   

                             ARDL(3,3,3) selected                             

******************************************************************************

 Dependent variable is LRUSA                                                  

 22 observations used for estimation from 1978 to 1999                        

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 LRUSA(-1)                  .15008             .27799             .53988[.601]

 LRUSA(-2)                  .28534             .23974             1.1902[.261]

 LRUSA(-3)                -.023571             .20669            -.11404[.911]

 LYUSA                      3.3419             .70977             4.7084[.001]

 LYUSA(-1)                 -2.3745             1.2584            -1.8870[.089]

 LYUSA(-2)                 -.87044             1.6191            -.53761[.603]

 LYUSA(-3)                  .27461             .95447             .28771[.779]

 LERUKUS                   -.91652             .14588            -6.2827[.000]

 LERUKUS(-1)                .28478             .31320             .90926[.385]

 LERUKUS(-2)               .060693             .26763             .22678[.825]

 LERUKUS(-3)               -.24651             .21789            -1.1314[.284]

 INT                        .49460             .60685             .81502[.434]

******************************************************************************

 R-Squared                     .97910   R-Bar-Squared                   .95610

 S.E. of Regression           .060146   F-stat.    F( 11,  10)   42.5827[.000]

 Mean of Dependent Variable    2.8091   S.D. of Dependent Variable      .28708

 Residual Sum of Squares      .036176   Equation Log-likelihood        39.2978

 Akaike Info. Criterion       27.2978   Schwarz Bayesian Criterion     20.7515

 DW-statistic                  2.1818                                         

******************************************************************************

                               Diagnostic Tests                               

******************************************************************************

*    Test Statistics  *        LM Version        *         F Version          

******************************************************************************

*                     *                          *                            

* A:Serial Correlation*CHSQ(   1)=   1.1076[.293]*F(   1,   9)=   .47712[.507]

*                     *                          *                            

* B:Functional Form   *CHSQ(   1)=   2.3642[.124]*F(   1,   9)=   1.0836[.325]

*                     *                          *                            

* C:Normality         *CHSQ(   2)=   1.5805[.454]*       Not applicable       

*                     *                          *                            

* D:Heteroscedasticity*CHSQ(   1)=   1.2778[.258]*F(   1,  20)=   1.2333[.280]

******************************************************************************

Estimated Long-run Coefficients using the ARDL Approach           

                             ARDL(3,3,3) selected                             

******************************************************************************

 Dependent variable is LRUSA                                                  

 22 observations used for estimation from 1978 to 1999                        

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 LYUSA                      .63165             .24162             2.6143[.026]

 LERUKUS                   -1.3900             .31481            -4.4155[.001]

 INT                        .84093             1.1154             .75392[.468]

******************************************************************************

Tourism Receipts from Germany

The plot of the log of real (constant price) tourism receipts shows an approximately constant growth rate from 1982 to 1997. No evidence of a dramatic shift at reunification.
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Initial general model (ARDL(3,3) in ECM form). Large outlier in 1986. An impulse dummy introduced (DUM86 below).

Used dummy for pre-unification period throughout (DUMWG below). Also tried interactive dummies, to allow estimated elasticities to vary across regimes, but these were always statistically insignificant (and so were superfluous and dropped). Initial general model satisfies all diagnostic tests. 

                       Ordinary Least Squares Estimation                      

******************************************************************************

 Dependent variable is DLRG                                                   

 22 observations used for estimation from 1978 to 1999                        

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 DLRG(-1)                  -.85659             .19829            -4.3199[.003]

 DLRG(-2)                  -.42178             .17858            -2.3618[.046]

 LRG(-1)                   -.21915            .097729            -2.2424[.055]

 DLYG                      -.10972             .39159            -.28020[.786]

 DLYG(-1)                  -.38774             .41338            -.93796[.376]

 DLYG(-2)                   .56362             .44775             1.2588[.244]

 LYG(-1)                    .37979             .29792             1.2748[.238]

 DLEG                      -1.0577             .18799            -5.6267[.000]

 DLEG(-1)                  -1.3751             .23548            -5.8395[.000]

 DLEG(-2)                  -1.1552             .24651            -4.6861[.002]

 LEG(-1)                   -.17186             .21379            -.80386[.445]

 DUMWG                     -.14802            .064752            -2.2859[.052]

 DUM86                      .27910            .061661             4.5264[.002]

 INT                       -.63091             1.1411            -.55290[.595]

******************************************************************************

 R-Squared                     .94768   R-Bar-Squared                   .86267

 S.E. of Regression           .051763   F-stat.    F( 13,   8)   11.1471[.001]

 Mean of Dependent Variable   .016084   S.D. of Dependent Variable      .13968

 Residual Sum of Squares      .021435   Equation Log-likelihood        45.0548

 Akaike Info. Criterion       31.0548   Schwarz Bayesian Criterion     23.4175

 DW-statistic                  1.8033                                         

******************************************************************************

                               Diagnostic Tests                               

******************************************************************************

*    Test Statistics  *        LM Version        *         F Version          

******************************************************************************

*                     *                          *                            

* A:Serial Correlation*CHSQ(   1)=  .067700[.795]*F(   1,   7)=  .021607[.887]

*                     *                          *                            

* B:Functional Form   *CHSQ(   1)=   .96725[.325]*F(   1,   7)=   .32191[.588]

*                     *                          *                            

* C:Normality         *CHSQ(   2)=   2.3583[.308]*       Not applicable       

*                     *                          *                            

* D:Heteroscedasticity*CHSQ(   1)=   2.0372[.153]*F(   1,  20)=   2.0409[.169]

******************************************************************************

Final model:

                       Ordinary Least Squares Estimation                      

******************************************************************************

 Dependent variable is DLRG                                                   

 22 observations used for estimation from 1978 to 1999                        

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 DLRG(-1)                  -.80115             .16409            -4.8824[.001]

 DLRG(-2)                  -.36935             .14531            -2.5418[.029]

 DDDG                      -.30127             .16816            -1.7916[.103]

 LRG(-1)                   -.23251            .083868            -2.7723[.020]

 LYG(-1)                    .34001             .21371             1.5909[.143]

 DLEG                      -1.0194             .16369            -6.2278[.000]

 DLEG(-1)                  -1.3257             .19909            -6.6588[.000]

 DLEG(-2)                  -1.0928             .20285            -5.3869[.000]

 LEG(-1)                   -.18861             .17300            -1.0903[.301]

 DUMWG                     -.16026            .055631            -2.8808[.016]

 DUM86                      .28219            .055737             5.0629[.000]

 INT                       -.43934             .82030            -.53558[.604]

******************************************************************************

 R-Squared                     .94490   R-Bar-Squared                   .88430

 S.E. of Regression           .047512   F-stat.    F( 11,  10)   15.5907[.000]

 Mean of Dependent Variable   .016084   S.D. of Dependent Variable      .13968

 Residual Sum of Squares      .022574   Equation Log-likelihood        44.4854

 Akaike Info. Criterion       32.4854   Schwarz Bayesian Criterion     25.9392

 DW-statistic                  1.9842                                         

******************************************************************************

                               Diagnostic Tests                               

******************************************************************************

*    Test Statistics  *        LM Version        *         F Version          

******************************************************************************

*                     *                          *                            

* A:Serial Correlation*CHSQ(   1)=  .070939[.790]*F(   1,   9)=  .029114[.868]

*                     *                          *                            

* B:Functional Form   *CHSQ(   1)=   .11474[.735]*F(   1,   9)=  .047187[.833]

*                     *                          *                            

* C:Normality         *CHSQ(   2)=   4.0897[.129]*       Not applicable       

*                     *                          *                            

* D:Heteroscedasticity*CHSQ(   1)=   1.1005[.294]*F(   1,  20)=   1.0531[.317]

******************************************************************************

Following test validates cointegration:                                                                             

                       Variable Deletion Test (OLS case)                      

******************************************************************************

 Dependent variable is DLRG                                                   

 List of the variables deleted from the regression:                           

 LRG(-1)         LYG(-1)         LEG(-1)                                      

 22 observations used for estimation from 1978 to 1999                        

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 DLRG(-1)                  -.92164             .18544            -4.9701[.000]

 DLRG(-2)                  -.50047             .17107            -2.9255[.012]

 DDDG                      -.30031             .22758            -1.3196[.210]

 DLEG                      -1.0855             .17085            -6.3532[.000]

 DLEG(-1)                  -1.4678             .23382            -6.2775[.000]

 DLEG(-2)                  -1.1932             .26263            -4.5433[.001]

 DUMWG                     -.26575            .047000            -5.6543[.000]

 DUM86                      .34451            .071312             4.8310[.000]

 INT                        .10336            .029562             3.4964[.004]

******************************************************************************

 Joint test of zero restrictions on the coefficients of deleted variables:    

 Lagrange Multiplier Statistic     CHSQ( 3)=  12.7869[.005]                   

 Likelihood Ratio Statistic        CHSQ( 3)=  19.1491[.000]                   

 F Statistic                    F(  3,  10)=   4.6263[.028]                   

******************************************************************************

LONG-RUN SOLUTION

LRG = - 1.89 + 1.46 LYG - 0.81 LEG

Actual and fitted values from the final model:
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Tourism Receipts from Ireland

We began by estimating a model using the conventional published bilateral UK-Ireland nominal exchange rate (labelled EI or LEI below).  Initial investigation began using a ARDL (3,3,3) modelling approach. The long coefficient estimates from various model selection criteria are reported next:

            Estimated Long-run Coefficients using the ARDL Approach           

                             ARDL(3,3,3) selected                             

******************************************************************************

 Dependent variable is LRI                                                   

 20 observations used for estimation from 1978 to 1997                        

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 LYI                       1.0423            .076190            13.6808[.000]

 LEI                     -.43696            .060762            -7.1912[.000]

 INT                       -2.6685             .32220            -8.2823[.000]

******************************************************************************

            Estimated Long-run Coefficients using the ARDL Approach           

          ARDL(2,1,3) selected based on Akaike Information Criterion and  on Schwarz Bayesian Criterion           

******************************************************************************

 Dependent variable is LRI                                                   

 20 observations used for estimation from 1978 to 1997                        

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 LYI                       1.0641            .057208            18.6001[.000]

 LEI                     -.43943            .041229           -10.6583[.000]

 INT                       -2.7386             .24477           -11.1883[.000]

******************************************************************************

There is a remarkable uniformity in the long-run elasticity estimates from alternative possible restricted versions of the general dynamic model. We then re-estimated the model with an alternative measure of the Irish-UK exchange rate. This was obtained by multiplying the nominal exchange rate by a measure of the differential rates of consumer price index inflation. This ‘real’ exchange rate corresponds to what would have taken place if the exchange rate had been allowed to float freely relative to the UK (when the Irish punt and UK pound were tied). The following long-run coefficient estimates are those from this alternative model. 

Results with alternative relative CPI adjusted exchange rate measure (ERI2 or LERI2). Estimates are very similar. Income elasticities are more or less identical; long-run exchange rate elasticities are a little lower (nearer -0.3 to -0.4 rather than -0.4 to -0.5) :                                                                              

            Estimated Long-run Coefficients using the ARDL Approach           

                             ARDL(3,3,3) selected                             

******************************************************************************

 Dependent variable is LRI                                                   

 20 observations used for estimation from 1978 to 1997                        

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 LYI                       1.0707            .068469            15.6373[.000]

 LERI2                     -.31813            .042598            -7.4683[.000]

 INT                       -2.9224             .27654           -10.5680[.000]

******************************************************************************

            Estimated Long-run Coefficients using the ARDL Approach           

          ARDL(3,1,3) selected based on Akaike Information Criterion          

******************************************************************************

 Dependent variable is LRI                                                   

 20 observations used for estimation from 1978 to 1997                        

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 LYI                       1.0819            .045953            23.5438[.000]

 LERI2                     -.31062            .028052           -11.0731[.000]

 INT                       -2.9667             .19018           -15.5992[.000]

******************************************************************************                                                                           

            Estimated Long-run Coefficients using the ARDL Approach           

           ARDL(2,0,1) selected based on Schwarz Bayesian Criterion           

******************************************************************************

 Dependent variable is LRI                                                   

 20 observations used for estimation from 1978 to 1997                        

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 LYI                       1.2085            .070271            17.1980[.000]

 LERI2                     -.30320            .053388            -5.6792[.000]

 INT                       -3.4458             .31240           -11.0300[.000]

******************************************************************************

A statistical comparison of the alternative parameterisations suggested a slight preference for the original (untransformed) specification of the exchange rate. It is these results, updated to 1998, that we report below. So, selecting the original exchange rate variable as the more appropriate, we then estimated the following general dynamic specification:                                                                             

                   Ordinary Least Squares Estimation                      

******************************************************************************

 Dependent variable is DLRIR                                                  

 21 observations used for estimation from 1978 to 1998                        

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 DLRIR(-1)                  1.0016             .48283             2.0745[.068]

 DLRIR(-2)                  .23055             .25582             .90119[.391]

 DLYIR                      4.7725             1.6485             2.8951[.018]

 DLYIR(-1)                 -.54349             1.4669            -.37051[.720]

 DLYIR(-2)                  .53099             1.7529             .30292[.769]

 LRIR(-1)                  -2.5527             .76325            -3.3446[.009]

 LYIR(-1)                   2.6462             .83844             3.1561[.012]

 DLERI1                     .13851             .17816             .77745[.457]

 DLERI1(-1)                 .60563             .35063             1.7272[.118]

 DLERI1(-2)                 .37332             .22993             1.6236[.139]

 LERI1(-1)                 -1.0817             .30116            -3.5919[.006]

 INT                       -6.7533             2.3290            -2.8997[.018]

******************************************************************************

 R-Squared                     .86565   R-Bar-Squared                   .70144

 S.E. of Regression            .11868   F-stat.    F( 11,   9)    5.2716[.009]

 Mean of Dependent Variable   .058740   S.D. of Dependent Variable      .21720

 Residual Sum of Squares       .12677   Equation Log-likelihood        23.8564

 Akaike Info. Criterion       11.8564   Schwarz Bayesian Criterion      5.5892

 DW-statistic                  2.0425                                         

******************************************************************************

                               Diagnostic Tests                               

******************************************************************************

*    Test Statistics  *        LM Version        *         F Version          

******************************************************************************

*                     *                          *                            

* A:Serial Correlation*CHSQ(   1)=   .47519[.491]*F(   1,   8)=   .18522[.678]

*                     *                          *                            

* B:Functional Form   *CHSQ(   1)= .2008E-4[.996]*F(   1,   8)= .7650E-5[.998]

*                     *                          *                            

* C:Normality         *CHSQ(   2)=   .19576[.907]*       Not applicable       

*                     *                          *                            

* D:Heteroscedasticity*CHSQ(   1)= .2477E-3[.987]*F(   1,  19)= .2241E-3[.988]

******************************************************************************

A specification search led to the final restricted model:

                       Ordinary Least Squares Estimation                      

******************************************************************************

 Dependent variable is DLRIR                                                  

 21 observations used for estimation from 1978 to 1998                        

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 DLRIR(-1)                  .60457             .23968             2.5224[.025]

 DLYIR                      4.1311             1.4186             2.9120[.012]

 LRIR(-1)                  -1.9966             .38524            -5.1828[.000]

 LYIR(-1)                   2.0282             .39583             5.1238[.000]

 DLERI1(-1)                 .43554             .20628             2.1115[.055]

 DLERI1(-2)                 .23771             .15718             1.5123[.154]

 LERI1(-1)                 -.94396             .20017            -4.7157[.000]

 INT                       -5.0027             1.0543            -4.7450[.000]

******************************************************************************

 R-Squared                     .83068   R-Bar-Squared                   .73950

 S.E. of Regression            .11086   F-stat.    F(  7,  13)    9.1108[.000]

 Mean of Dependent Variable   .058740   S.D. of Dependent Variable      .21720

 Residual Sum of Squares       .15977   Equation Log-likelihood        21.4273

 Akaike Info. Criterion       13.4273   Schwarz Bayesian Criterion      9.2492

 DW-statistic                  1.9960   Durbin's h-statistic            *NONE*

                               Diagnostic Tests                               

******************************************************************************

*    Test Statistics  *        LM Version        *         F Version          

******************************************************************************

*                     *                          *                            

* A:Serial Correlation*CHSQ(   1)=   .50483[.477]*F(   1,  12)=   .29558[.597]

*                     *                          *                            

* B:Functional Form   *CHSQ(   1)= .0085373[.926]*F(   1,  12)= .0048804[.945]

*                     *                          *                            

* C:Normality         *CHSQ(   2)=   1.0007[.606]*       Not applicable       

*                     *                          *                            

* D:Heteroscedasticity*CHSQ(   1)=   .60009[.439]*F(   1,  19)=   .55891[.464]

******************************************************************************

for which the plot of actual against fitted values is reproduced below. 
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The Long-run solution to the final model for Ireland is:



LRI
=   -2.51    + 1.02 LYI
- 0.47 LEI

A9.10
Annual data models: Outbound Tourism

All models in this section use annual data.  The general equation modelled is of the form: 

Log of (Real expenditure in country I) = f (log of UK real GDP, log of bilateral £ / destination currency exchange rate)

UK Visitor Expenditure in the USA

Restricted dynamic model:

                       Ordinary Least Squares Estimation                      

******************************************************************************

 Dependent variable is DLUKTEUR                                               

 21 observations used for estimation from 1978 to 1998                        

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 INT                       -8.1058             2.8902            -2.8046[.017]

 DLUKTEUR(-1)               .23391             .20387             1.1474[.276]

 DLUKY                     -1.8429             1.8919            -.97408[.351]

 DLUKY(-1)                  .78394             1.9555             .40088[.696]

 DLUKY(-2)                 -2.5431             2.0646            -1.2318[.244]

 DLERUKUS                   .22460             .22458             1.0001[.339]

 DLERUKUS(-1)               .25393             .23888             1.0630[.311]

 LUKY(-1)                   2.1737             .72712             2.9895[.012]

 LERUKUS(-1)              .0050823             .30828            .016486[.987]

 LUKTEUR(-1)               -.58628             .16353            -3.5851[.004]

******************************************************************************

 R-Squared                     .78417   R-Bar-Squared                   .60757

 S.E. of Regression            .10168   F-stat.    F(  9,  11)    4.4406[.012]

 Mean of Dependent Variable    .10517   S.D. of Dependent Variable      .16232

 Residual Sum of Squares       .11373   Equation Log-likelihood        24.9959

 Akaike Info. Criterion       14.9959   Schwarz Bayesian Criterion      9.7733

 DW-statistic                  2.5513   Durbin's h-statistic     -3.5423[.000]

******************************************************************************

                               Diagnostic Tests                               

******************************************************************************

*    Test Statistics  *        LM Version        *         F Version          

******************************************************************************

*                     *                          *                            

* A:Serial Correlation*CHSQ(   1)=   4.4791[.034]*F(   1,  10)=   2.7112[.131]

*                     *                          *                            

* B:Functional Form   *CHSQ(   1)=   3.2353[.072]*F(   1,  10)=   1.8212[.207]

*                     *                          *                            

* C:Normality         *CHSQ(   2)=   .46357[.793]*       Not applicable       

*                     *                          *                            

* D:Heteroscedasticity*CHSQ(   1)=   2.0960[.148]*F(   1,  19)=   2.1067[.163]

******************************************************************************

Long-run solution:

LUKTEUR = - 13.8 + 3.71 LUKY + 0.0087 LERUKUS

However, note that the exchange rate is here statistically insignificant.

UK Visitor Expenditure in France

Unrestricted dynamic model:

                       Ordinary Least Squares Estimation                      

******************************************************************************

 Dependent variable is DLUKTEFR                                               

 21 observations used for estimation from 1978 to 1998                        

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 INT                       -8.6070             3.3907            -2.5384[.032]

 DLUKTEFR(-1)               .28237             .21642             1.3047[.224]

 DLUKTEFR(-2)               .36079             .22093             1.6331[.137]

 DLUKY                      .22671             1.2133             .18686[.856]

 DLUKY(-1)                  .11059             1.3374            .082688[.936]

 DLUKY(-2)                 -2.0652             1.2955            -1.5942[.145]

 DLFUKER                   .041336             .18746             .22050[.830]

 DLFUKER(-1)              -.099672             .20781            -.47963[.643]

 DLFUKER(-2)               -.21202             .20907            -1.0141[.337]

 LUKY(-1)                   2.1401             .78537             2.7250[.023]

 LFUKER(-1)                 .39326             .25019             1.5719[.150]

 LUKTEFR(-1)               -.67439             .21122            -3.1928[.011]

******************************************************************************

 R-Squared                     .74413   R-Bar-Squared                   .43140

 S.E. of Regression           .066102   F-stat.    F( 11,   9)    2.3795[.102]

 Mean of Dependent Variable   .081943   S.D. of Dependent Variable     .087662

 Residual Sum of Squares      .039326   Equation Log-likelihood        36.1465

 Akaike Info. Criterion       24.1465   Schwarz Bayesian Criterion     17.8793

 DW-statistic                  2.5700                                         

******************************************************************************

                               Diagnostic Tests                               

******************************************************************************

*    Test Statistics  *        LM Version        *         F Version          

******************************************************************************

*                     *                          *                            

* A:Serial Correlation*CHSQ(   1)=   3.2395[.072]*F(   1,   8)=   1.4592[.262]

*                     *                          *                            

* B:Functional Form   *CHSQ(   1)=   2.4596[.117]*F(   1,   8)=   1.0613[.333]

*                     *                          *                            

* C:Normality         *CHSQ(   2)=   1.2281[.541]*       Not applicable       

*                     *                          *                            

* D:Heteroscedasticity*CHSQ(   1)=   .28850[.591]*F(   1,  19)=   .26466[.613]

******************************************************************************

Long-run solution:

LUKTEFR = - 12.75 + 3.173 LUKY + 0.583 LFUKER

UK Visitor Expenditure in Spain

Restricted dynamic model:

                       Ordinary Least Squares Estimation                      

******************************************************************************

 Dependent variable is DLUKTESR                                               

 22 observations used for estimation from 1977 to 1998                        

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 INT                      -10.4049             1.0095           -10.3067[.000]

 DLUKTESR(-1)              .058151            .053455             1.0879[.296]

 DLUKY                      5.1697             .98266             5.2609[.000]

 DLERSPUK                   .51390             .17501             2.9364[.012]

 DLERSPUK(-1)              -.25308             .16832            -1.5035[.157]

 LUKY(-1)                   1.6127             .28611             5.6366[.000]

 LERSPUK(-1)                1.1886             .15615             7.6119[.000]

 D85                       -1.8528            .099924           -18.5418[.000]

 LUKTESR(-1)               -1.0538            .080477           -13.0944[.000]

******************************************************************************

 R-Squared                     .98840   R-Bar-Squared                   .98127

 S.E. of Regression           .080734   F-stat.    F(  8,  13)  138.5130[.000]

 Mean of Dependent Variable   .057773   S.D. of Dependent Variable      .58989

 Residual Sum of Squares      .084733   Equation Log-likelihood        29.9356

 Akaike Info. Criterion       20.9356   Schwarz Bayesian Criterion     16.0259

 DW-statistic                  1.1119   Durbin's h-statistic      2.1515[.031]

******************************************************************************

                               Diagnostic Tests                               

******************************************************************************

*    Test Statistics  *        LM Version        *         F Version          

******************************************************************************

*                     *                          *                            

* A:Serial Correlation*CHSQ(   1)=   3.3004[.069]*F(   1,  12)=   2.1180[.171]

*                     *                          *                            

* B:Functional Form   *CHSQ(   1)=   2.7389[.098]*F(   1,  12)=   1.7064[.216]

*                     *                          *                            

* C:Normality         *CHSQ(   2)=   .53874[.764]*       Not applicable       

*                     *                          *                            

* D:Heteroscedasticity*CHSQ(   1)=   1.4977[.221]*F(   1,  20)=   1.4610[.241]

******************************************************************************

Long-run solution:

LUKTESR = -9.87 + 1.53 LUKY + 1.13 LERSPUK

UK Visitor Expenditure in Ireland                                                                 

                       Ordinary Least Squares Estimation                      

******************************************************************************

 Dependent variable is DLUKTEIR                                               

 22 observations used for estimation from 1977 to 1998                        

******************************************************************************

 Regressor              Coefficient       Standard Error         T-Ratio[Prob]

 INT                       -2.9541             1.0295            -2.8695[.012]

 DLUKY                      3.9600             .78801             5.0253[.000]

 DLERI1                    .019693            .060072             .32782[.748]

 DLERI1(-1)                -.13265            .057685            -2.2995[.037]

 D83                       -.18732            .059020            -3.1738[.007]

 LUKY(-1)                   .72055             .25665             2.8076[.014]

 LERI1(-1)                  .14094            .064372             2.1895[.046]

 LUKTEIR(-1)               -.30122             .11919            -2.5272[.024]

******************************************************************************

 R-Squared                     .75973   R-Bar-Squared                   .63959

 S.E. of Regression           .051801   F-stat.    F(  7,  14)    6.3239[.002]

 Mean of Dependent Variable   .038222   S.D. of Dependent Variable     .086286

 Residual Sum of Squares      .037566   Equation Log-likelihood        38.8829

 Akaike Info. Criterion       30.8829   Schwarz Bayesian Criterion     26.5187

 DW-statistic                  1.9419                                         

******************************************************************************

                               Diagnostic Tests                               

******************************************************************************

*    Test Statistics  *        LM Version        *         F Version          

******************************************************************************

*                     *                          *                            

* A:Serial Correlation*CHSQ(   1)=  .063712[.801]*F(   1,  13)=  .037758[.849]

*                     *                          *                            

* B:Functional Form   *CHSQ(   1)=   2.6947[.101]*F(   1,  13)=   1.8146[.201]

*                     *                          *                            

* C:Normality         *CHSQ(   2)=   1.2238[.542]*       Not applicable       

*                     *                          *                            

* D:Heteroscedasticity*CHSQ(   1)=   1.5520[.213]*F(   1,  20)=   1.5180[.232]

******************************************************************************

Long-run solution:

LUKTEIR = -9.81 + 2.39 LUKY + 0.468 LERI1
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� Strictly speaking, the results relate to exchange rate, rather than price, changes. Nevertheless, as an exchange rate change is a change in the relative prices of two tourism destinations, the interpretation offered here seems reasonable.


� And also with other research cited in Appendix 5 and summarised in Appendix 6, e.g. that of the Economist Intelligence Unit


� for example, in 1992, the year Sterling left the ERM, it fell by almost 20% against the French franc, while in 1996/97 it appreciated by a similar percentage.  These fluctuations are much greater than those experienced in the real rate of economic growth of the two countries.


� “A Case Study in Policy Success: The Development of Irish Tourism since 1985”, Journal of Vacation Marketing, Vol. 1, No 4, September 1995


� The Economic Effects of Changing VAT Rates on the Tourism and Leisure Industry, March 1998


� Economist Intelligence Unit, Price Competitiveness of Holiday Destinations, 1993


� The route is now operated by BA’s franchise partners, Loganair and British Regional Airlines


� “Tourism Expenditure in the UK: An Analysis of Competitiveness using a Gravity-Based Model”, University of Nottingham, 2000/01











� This issue is dealt with at length in the recent 2000 Special Issue of the Oxford Bulletin of Economics and Statistics (on non stationary panel econometrics).





� Quoted in “Taxes Handicap Civil Aviation”, Press Release by Airports Council International (ACI) Europe, Brussels, November 15 1996


� “The relative impact of income and price on scheduled passenger traffic in the US and Canada”, paper presented by William A. Jordan to the 4th Civil Aviation Forum, Riga, Latvia, November 1996


� “The role of price factors for tourists in the Euro Zone.  Hints about the future of Italy’s international tourism receipts”, Antonello Biagoli, Giovanni Giuseppi Ortolani and Andrea Alivernini, Officio Italiano dei Cambi.  Paper presented to the 5th International Forum on Tourism Statistics, Glasgow, June 22nd 2000. 


� (2 is the elasticity of real tourism revenue (TR) with respect to changes in real OECD income (YR).
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